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Abstract

Dependence of the radiative-convective equilibrium structure of the lower atmosphere of Venus on the specification of atmospheric thermodynamic model is investigated. A series of thermodynamic models including ideal gases, van der Waals gases, and real gases are introduced by the use of the Helmholtz energy given by the EOS-CG mixture model (EOS-CG: Equation of State for Combustion Gases and Combustion Gas-like Mixtures). It is demonstrated that the radiative-convective equilibrium profile for the real gas differs significantly from that for the ideal gas with temperature-dependent specific heat by an increase of about 7 K in the surface temperature. This difference is caused by the fact that the adiabatic lapse rate evaluated with the thermodynamic model of real gas is larger than that of ideal gas, since the non-ideality of gas increases the thermal expansion coefficient, which overwhelms the increases of density and specific heat. It is confirmed that, in order to obtain better calculations of atmospheric circulations including the lower atmosphere of Venus, the ideal gas with a constant specific heat should be abandoned. The ideal gas with a temperature-dependent specific heat may not be enough. A promising method is to use the ideal gas but with the temperature-dependent specific heat such that its adiabatic lapse rate profile mimics that for the real gas.
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1. Introduction

The surface environment of Venus is characterized by high pressure (∼92 bar) and high temperature (∼735 K) (e.g., Seiff et al. 1985), and the atmosphere at around the surface is in a supercritical state of CO$_2$. Elucidation of the lower atmosphere of Venus, the altitude region from the surface to the cloud layer at around 50 to 70 km, has not progressed very far, since it is difficult to observe the lower atmosphere which is shrouded by thick clouds.

Valuable data on the lower atmosphere of Venus were obtained by in situ observations by the Venera probes, the Pioneer Venus probes, and the VeGa-2 lander. Because of high temperature and high pressure in the lower atmosphere of Venus, the non-ideality of gas should be considered in estimating thermodynamic quantities, such as the adiabatic lapse rate, accurately (e.g., Staley 1970). In fact, in situ observational data were analyzed with considering the non-ideality of gas. The resultant analyses indicate that the atmosphere below the cloud layer is generally stable except for several altitude regions. (e.g., Seiff 1983).

Theoretical investigations, on the other hand, of the thermal structure of
the Venus atmosphere have been carried out by the use of one-dimensional radiative-convective equilibrium models (Pollack and Young 1975; Matsuda and Matsuno 1978; Takagi et al. 2010; Ikeda 2011; Lee and Richardson 2011; Lebonnois et al. 2015; Mendonça et al. 2015). Those studies obtained possible thermal structures in radiative equilibrium and in radiative-convective equilibrium of the lower atmosphere. Some of those studies also addressed the dependence of the thickness of convection layers on the atmospheric composition and the cloud amount. Further, in recent years, numerical simulations by the use of three-dimensional general circulation models (GCMs) with explicit radiative transfer processes have been performed (e.g., Lebonnois et al. 2010; Ikeda 2011; Mendonça and Read 2016; Yamamoto et al. 2019). Among those studies, Lebonnois et al. (2018) investigated the structure of the planetary boundary layer in detail. Their model indicated that the thickness of the convective planetary boundary layer was less than 2 km varying diurnally and controlled by the radiative and the dynamical processes.

However, all of the above models with explicit model descriptions treat the Venusian atmosphere as an ideal gas. In addition, some of the circulation models mentioned above have been assuming that the specific heat is constant following the traditional formulation in Earth’s meteorology. We believe that it is, in the first place, necessary to understand the effects of
the non-ideality of the Venus atmospheric gas on the equation of state and
the specific heat, since they are the key elements for the evaluation of static
stability of the atmosphere. It is also important to recognize the deficits of
assuming an ideal gas or a constant specific heat in considering the structure
of the Venus atmosphere.

In this study, the thermal structure of the Venus atmosphere is inves-
tigated by the use of a one-dimensional radiative-convective equilibrium
model with a series of thermodynamic models, i.e., ideal gases, van der
Waals gases, and real gases given by specifying a thermodynamic potential
such as Helmholtz energy or by specifying a set of equation of state (EOS)
and specific heat. We focus on the dependence of the radiative-convective
equilibrium structure of the lower atmosphere on the specification of atmo-
spheric thermodynamic properties.

In the followings, in Section 2, the difference in static stability evaluated
for a typical Venus atmospheric profile by the use of different thermody-
namic models is discussed. Then, the one-dimensional radiative-convective
equilibrium model for the Venus atmosphere utilized in this study is de-
scribed in Section 3. The basic settings for the experiments are also de-
scribed, there. In Section 4, the results of the radiative-convective equi-
librium calculations are presented. The effects of non-ideality of gas are
discussed, and the implications for dynamical calculations are presented in
Section 5. Finally, we conclude this study in Section 6.

2. Static stability of the VIRA model

First, we evaluate the profiles of static stability for various thermodynamic models with the low latitude temperature profile of the VIRA (Venus International Reference Atmosphere) model (Fig. 1a) to give a picture of possible influence caused by the specification of thermodynamic properties.

We adopt the EOS-CG mixture model (Gernert and Span 2016) to evaluate the thermodynamic quantities of the Venus atmospheric gas. The EOS-CG mixture model describes the reduced Helmholtz energy of a mixture of real gases as sum of an ideal gas part and a residual part. The ideal gas part is expressed as the sum of the reduced Helmholtz energy of each component assumed as an ideal gas and a term accounting for the entropy of mixing. The residual part is expressed as the sum of the residual of the reduced Helmholtz energy of each component from an ideal gas and the departure function which is fitted to represent experimental thermodynamic properties for binary mixtures. Any thermodynamic quantities can be calculated directly from the reduced Helmholtz energy of the EOS-CG mixture model.

The use of the thermodynamic model requires much larger amount of computations than the use of the ideal gas law and a given specific heat.
For instance, the reduced Helmholtz energy of CO$_2$ described by Span and Wagner (1996), which is a component of the EOS-CG mixture model, is expressed as sum of 50 terms. Calculations of any thermodynamic quantities derived from the reduced Helmholtz energy require computations of larger number of terms. Further, an iterative procedure required to calculate density increases the amount of computation. The density has to be calculated, first, to calculate any thermodynamic quantities from the Helmholtz energy as functions of temperature and density by the use of the temperature profile as a function of pressure as an input. Such computations would be too expensive to be included in dynamical models, such as GCMs, but is acceptable in the data analysis and one-dimensional model calculations.

In our calculations of the thermodynamic properties, the atmospheric gas is assumed, unless otherwise mentioned, to be a mixture of CO$_2$ and N$_2$ gases with the volume mixing ratios of 0.965 and 0.035, respectively (von Zahn et al. 1983). Lebonnois and Schubert (2017) proposed that density-driven separation changes the mixing ratios of CO$_2$ and N$_2$ vertically and it could explain the temperature profile observed below 7 km altitude by the VeGa-2 lander (Seiff and the VEGA Balloon Science Team 1987). However, the details of the process in the Venus atmosphere have not been understood, and we do not investigate its effect on the thermal structure in the present study.
Figure 1b shows profiles of static stability, \(dT/dz + gT \alpha_T/C_p\), evaluated with the EOS-CG mixture model (hereafter referred to as the real gas) and the EOS-CG mixture model but with the ideal gas part only (referred to as the ideal gas), where \(T, z, g, \alpha_T = -(1/\rho)(\partial \rho/\partial T)_p\), \(\rho\), and \(C_p\), are temperature, the altitude, the gravitational acceleration set to 8.9 m s\(^{-2}\), the thermal expansion coefficient, density, and the specific heat at constant pressure, respectively. In either case of the real gas or the ideal gas, an unstable (convective) layer at around 10\(^5\) Pa pressure level and stable layers above and below it appear. In addition, layers close to neutral are also found just above the surface and at around 2\(\times\)10\(^6\) Pa pressure level in both profiles. However, details of stability differ between the two cases. The layer just above the surface is stable for the real gas, while it is unstable for the ideal gas. Further, the thickness of the unstable layer at around 2\(\times\)10\(^6\) Pa pressure level changes; the evaluation with the real gas tends to be more stable.

Also shown in Fig. 1b is the static stability profiles evaluated with the EOS of ideal gas but with constant \(C_p\). The adopted values for \(C_p\) are 850 and 1150 J K\(^{-1}\) kg\(^{-1}\), which correspond to the values at around 5\(\times\)10\(^4\) Pa pressure level where the temperature is about 300 K and 6\(\times\)10\(^6\) Pa pressure level where the temperature is about 680 K in the Venus atmosphere, respectively. It is found that the static stability profiles for the ideal gas...
but with constant $C_p$ are quite different from those evaluated with the real gas or the ideal gas given by the EOS-CG mixture model. As for the static stability profile evaluated with $C_p = 850 \text{ J K}^{-1} \text{ kg}^{-1}$, the layers close to neutral below the cloud layer are not found anymore, although the static stability in the convective cloud layer is close to those evaluated with the EOS-CG mixture model. In addition, the static stability above the cloud layer differs as large as 20 \% compared to those evaluated with the EOS-CG mixture model. As for the profile evaluated with $C_p = 1150 \text{ J K}^{-1} \text{ kg}^{-1}$, the static stability at around the surface is now close to those evaluated with the EOS-CG mixture model. However, the static stability above there is negative in several layers. If we adopt a smaller value, $C_p < 850 \text{ J K}^{-1} \text{ kg}^{-1}$, the static stability above the cloud layer can be closer to those evaluated with the EOS-CG mixture model, but then the static stability below the cloud layer must be the larger. These behaviors can be interpreted by examining the profiles of $C_p$. Figure 2 shows vertical profiles of $C_p$ of the VIRA model, the real gas and the ideal gas for the low latitude temperature profile of the VIRA model. The corresponding profile calculated with $C_p(T) = C_{p_0}(T/T_0)^\nu$ where $C_{p_0} = 1000 \text{ J kg}^{-1} \text{ K}^{-1}$, $T_0 = 460 \text{ K}$, and $\nu = 0.35$ used by Lebonnois et al. (2010) is also shown for reference. It is impossible to give an appropriate adiabatic lapse rate uniformly from the bottom to the top of the Venus atmosphere for the ideal gas but with
constant $C_p$.

3. Model and experimental setup

The radiative-convective equilibrium solution is obtained as a steady state reached by time integration from a given initial condition. The dry convective adjustment is applied when the lapse rate is greater than the dry adiabatic lapse rate. In addition, surface temperature is assumed to be the same as atmospheric temperature just above the surface due to the convection.

Assuming the hydrostatic balance, the atmospheric energy equation for a stable layer is written as

$$C_p \frac{\partial T}{\partial t} = g \frac{\partial F_{\text{rad}}}{\partial p}, \quad (1)$$

and that for an unstable layer with the top pressure level $p_t$ and the bottom pressure level $p_b$ is written in an integrated form as

$$\int_{p_t}^{p_b} C_p \frac{\partial T}{\partial t} \, dp = \begin{cases} 
  g(F_{\text{rad}}(p_b) - F_{\text{rad}}(p_t)) + gF_{\text{sens}}(p_s) & \text{(for } p_b = p_s) \\
  g(F_{\text{rad}}(p_b) - F_{\text{rad}}(p_t)) & \text{(for } p_b < p_s) 
\end{cases} \quad (2)$$

with a vertical temperature gradient of

$$-\frac{dT}{dz} = \frac{g}{C_p} T \alpha_T, \quad (3)$$
where \( t, p, p_s, F_{rad}, \) and \( F_{sens} \) are time, pressure, the surface pressure, the net radiative flux, and the sensible heat flux, respectively. Note that upward fluxes are defined as positive.

The bottom surface is assumed to be a uniform slab. The energy equation for the surface slab is written as

\[
C_s \frac{dT_s}{dt} = -F_{rad}(p_s) - F_{sens}(p_s),
\]

where \( T_s \) and \( C_s \) are the surface temperature and the surface heat capacity arbitrarily set to \( 4.217 \times 10^7 \) J K\(^{-1}\), respectively. It is noted that the equilibrium solution is independent of the value of \( C_s \).

Same as in Section 2, the atmospheric gas of Venus in our radiative-convective model is assumed to be, unless otherwise mentioned, a mixture of CO\(_2\) and N\(_2\) gases with the volume mixing ratios of 0.965 and 0.035, respectively, when evaluating the thermodynamic properties by the use of the EOS-CG mixture model.

The radiative fluxes are calculated by the use of the correlated \( k\)-distribution radiation model for Venus atmosphere of Takahashi et al. (2023). The radiative transfer equation with the generalized two-stream approximation (Meador and Weaver 1980) is solved with the method of Toon et al. (1989). In calculating radiative fluxes, absorption and scattering of molecular species and cloud particles are considered. Molecular species considered in radiation calculations are H\(_2\)O, CO\(_2\), CO, SO\(_2\), HF, OCS, and N\(_2\).
It should be noticed that radiative fluxes are evaluated with considering species other than CO\textsubscript{2} and N\textsubscript{2}, though the thermodynamic quantities are evaluated for the mixture of CO\textsubscript{2} and N\textsubscript{2}. As for the cloud particles, those referred to as modes 1, 2, 2’, and 3, whose particle sizes are different (Esposito et al. 1983; Ragent et al. 1985), are considered. In addition, “unknown UV absorber” which contributes almost the half of absorption of solar radiation (Crisp 1986) is also considered.

The vertical profiles of the radiatively active atmospheric components, the clouds, and the unknown UV absorber are externally given and fixed. Volume mixing ratios of radiatively active gases are based on Pollack et al. (1993) (Fig. 3a). As for the clouds and the unknown UV absorber, mass mixing ratios are based on Crisp (1986) (Fig. 3b). The profiles of radiatively active gases are those of Profile B of Takahashi et al. (2023), and the profiles of the clouds and the unknown UV absorber are the same as those of Takahashi et al. (2023).

The radiative-convective model is discretized with the 80 atmospheric layers (81 levels) determined by using those of the VIRA model as a reference. The thickness of each layer is 1 km from the surface to 60 km altitude and 2 km above. It has been confirmed that almost the same thermal structures are obtained when the number of layers are increased. A weak vertical filter is applied to avoid vertical two-grid interval noise only in some cases.
in which very shallow surface convection layers appear (Takahashi et al. 2023). The initial condition is the low latitude temperature profile of the VIRA model (Fig. 1a).

The incident solar radiation flux at the top of the atmosphere is assumed to be 2635 W m$^{-2}$. The surface albedo is set to 0.05 in wavenumber larger than 7700 cm$^{-1}$, and is zero in smaller wavenumber range. This is roughly consistent with the observations shown in Golovin et al. (1983). In order to evaluate the global mean of solar radiation, radiative fluxes are calculated at two solar zenith angles of 37.9° and 77.8°, and are averaged, and halved considering no contribution of nightside (Takahashi et al. 2023).

4. Results

4.1 Radiative-convective equilibrium structures

Figure 4 shows the radiative-convective equilibrium profiles calculated for the real gas. The low latitude temperature and the static stability profiles of the VIRA model are also shown for comparison. The equilibrium is achieved by time integration for about $2 \times 10^5$ Earth days. The equilibrated surface temperature is 721 K. This is lower than 735 K observed by Venera 12 (Avduevskiy et al. 1983). The radiative-convective equilibrium profile represents the convective cloud layer at around $10^5$ Pa pressure level and
the stable layers below and above it as observed in the VIRA model. In
the lower atmosphere, the surface convection layer is quite thick and its
thickness is 34 km. This means that this radiative-convective equilibrium
does not reproduce the observed stable layer at around 10–20 km altitude
(e.g., Seiff 1983). The surface temperature lower than observed value and
the lack of the stable layer at around 10–20 km altitude imply deficits of
molecular and/or cloud particle opacities in the present model atmosphere,
and also may be caused by the neglect of the horizontal variation in the one-
dimensional model. It was discussed that the opacity in the 3–4 $\mu$m and 5–7
$\mu$m windows controls the surface temperature and atmospheric temperature
in the deep atmosphere (cf. Lebonnois et al. 2015).

4.2 Dependence on thermodynamic model

Table 1

In the previous subsection, the radiative-convective equilibrium profile
is obtained for the real gas composed of 96.5 % CO$_2$ and 3.5 % N$_2$. Here-
after, the experiment with the real gas is referred to as Case RGMix. In this
subsection, dependence of the radiative-convective equilibrium structure on
the specification of atmospheric thermodynamic model is investigated by
performing sensitivity experiments with simplified atmospheric thermody-
namic models.

The performed experiments are summarized in Table 1. The simpli-
fied thermodynamic models introduced are of the pure CO$_2$ real gas (Case RGCO$_2$), of the mixture of van der Waals gases (Case VDWGMix), of the pure CO$_2$ van der Waals gas (Case VDWGCO$_2$), of the mixture of ideal gases (Case IGMix), and of the mixture of ideal gases with 850 J K$^{-1}$ kg$^{-1}$ as the value of constant $C_p$ (Case IG850). In Cases VDWGMix, IGMix, and IG850, the mixture of gases is composed of 96.5 % CO$_2$ and 3.5 % N$_2$, the same as in Case RGMix.

In Case RGCO$_2$, the EOS-CG mixture model is used to derive the thermodynamic property for the pure CO$_2$ real gas. In Cases VDWGMix and VDWGCO$_2$, the following van der Waals EOS is used:

$$\left( p - \frac{a \rho^2}{\bar{M}^2} \right) \left( 1 - \frac{b \rho}{\bar{M}} \right) = \rho R T,$$

where $R = R^*/\bar{M}$, and $R^*$ and $\bar{M}$ are the universal gas constant and the mean molecular weight, respectively. The constants, $a$ and $b$, for the EOSs of pure van der Waals gases are shown in Table 2. The constants for the mixture of van der Waals gases are calculated with van der Waals mixing rule, i.e., for the mixture of CO$_2$ ($i = 1$) and N$_2$ ($i = 2$), the constants, $a$ and $b$, are written as

$$a = \sum_{i=1}^{2} \sum_{j=1}^{2} \chi_i \chi_j a_{ij},$$

$$b = \sum_{i=1}^{2} \sum_{j=1}^{2} \chi_i \chi_j b_{ij},$$

where $\chi_i$ and $\chi_j$ are the interaction parameters for each pair of gases.
where $\chi_i$ is the volume mixing ratio of $i$th component, $a_{ij}$ and $b_{ij}$ ($i = j$) are $a$ and $b$ of each pure component, respectively, and $a_{ij}$ and $b_{ij}$ ($i \neq j$) are given as

$$a_{ij} = (a_i a_j)^{1/2},$$  \hspace{1cm} (8)

$$b_{ij} = (b_i + b_j)/2.$$  \hspace{1cm} (9)

The specific heat at constant volume, $C_v$, for the van der Waals gas (Cases VDWGMix and VDWGCO$_2$) is given as that of the corresponding ideal gas derived from the EOS-CG mixture model but only with the ideal gas part, and the $C_p$ is calculated with $C_p - C_v$ derived from the van der Waals EOS. In Case IGMix also, the EOS-CG mixture model but only with the ideal gas part is used to derive $C_p(T)$ for the mixture of ideal gases.

Figure 5 shows the results of the experiment. The radiative-convective equilibrium structures in the experiment other than Case IG850 are described, first. Even if the thermodynamic model is different, the gross features as seen from the static stability are similar to each other; there are the convective cloud layer, the stable layers above and below it, and the thick surface convection layer. The surface convection layer thicknesses are almost the same, and are 34, 35, 35, 35, and 35 km for Cases RGMix, RGCO$_2$, VDWGMix, VDWGCO$_2$, and IGMix, respectively. However, due to the difference in the adiabatic lapse rate in those cases, the surface temperature is different as large as 7 K between Cases RGMix and IGMix. It
may be worth notifying that, either for the cases of the mixture of gases or the pure CO$_2$ cases, the temperature profile obtained for the van der Waals gas is close to that obtained for the corresponding real gas, respectively.

As for Case IG850, the thermal structure is quite different from those in the other cases. The lower atmosphere is strongly stratified, and the surface convection layer thickness is less than 1 km. It should be pointed out that the lowest level of the model is located at 1 km and the convection layer shallower than 1 km cannot be explicitly represented in the present model. Thermal structures for other values of constant $C_p$ are shown in Appendix A for reference.

5. Discussion

5.1 Effects of non-ideality of gas on adiabatic lapse rate

Adiabatic lapse rate is the important quantity which explains the difference in radiative-convective equilibrium structures in the cases with different thermodynamic models. The adiabatic lapse rate is defined as Eq. (3). In the present study, the quantities are plotted in the log-pressure coordinate, the expression of the adiabatic lapse rate in the log-pressure coordinate is more useful:

$$\frac{dT}{d(lnp)} = \frac{p}{\rho C_p} T^{\alpha_T}.$$  (10)
For an ideal gas, $\alpha_T = 1/T$, and the adiabatic lapse rate is $p/(\rho C_p)$. The difference in the adiabatic lapse rate between the real gas and the ideal gas for given $p$ and $T$ appears through differences in the density, the specific heat at constant pressure, and the thermal expansion coefficient. Conversely, the accurate value of $\alpha_T/(\rho C_p)$ is required for calculating the accurate radiative-convective equilibrium structure.

Figure 6 shows relative differences of the density, the specific heat at constant pressure, the thermal expansion coefficient, and the adiabatic lapse rate of the real gas composed of 96.5 \% CO$_2$ and 3.5 \% N$_2$ from those of the ideal gas with the same component for the low latitude temperature profile as a function of pressure of the VIRA model. In Fig. 7, the profiles of the density, the specific heat at constant pressure, the thermal expansion coefficient, and the adiabatic lapse rate themselves are shown for reference. The non-ideality of gas increases and decreases the density as the altitude decreases, but increases monotonically both the specific heat at constant pressure and the thermal expansion coefficient. The magnitude of the increase in the thermal expansion coefficient is the largest among the changes in these three quantities. Consequently, the non-ideality of gas increases the adiabatic lapse rate, because it is inversely proportional to the density and the specific heat at constant pressure while proportional to the thermal expansion coefficient as seen in Eq. (10). The relative difference between
the adiabatic lapse rate of the real gas and that of the ideal gas is as large as 4.5 % for the VIRA model profile.

5.2 Implications for dynamical models

In most of dynamical models, such as GCMs, for the Venus atmosphere, where fluid motions are explicitly calculated, the dynamical process is formulated with the assumption of ideal gas. Some of such models use the specific heat at constant pressure as a function of temperature. Lebonnois et al. (2010) formulated the governing equations with the assumption of ideal gas and with a temperature-dependent specific heat paying attention to a new expression of potential temperature, which is not too complex to be implemented in dynamical models. The use of the governing equations with the assumption of ideal gas is reasonable since the use of the thermodynamic model of real gas, such as the EOS-CG mixture model, is computationally expensive, and we have a rich heritage of the use of the model formulated with the assumption of ideal gas. In fact, as has been shown in previous sections, the use of the temperature-dependent specific heat with the assumption of ideal gas is much better than the use of a constant specific heat value.

However, the use of accurate temperature dependence of the specific heat at constant pressure only may not be enough to simulate the ther-
mal structure of the real Venus atmosphere, since the effect of non-ideality especially in the thermal expansion coefficient cannot be ignored (Section 5.1).

Given a temperature profile as a function of pressure, the relative difference between the adiabatic lapse rate of the real gas, \(dT/d(lnp) = pT\alpha_T/(\rho_{RG}C_{p,RG})\), and that of the ideal gas evaluated with \(C_p\) of the real gas, \(dT/d(lnp) = p/(\rho_{IG}C_{p,RG})\), is 1 - \((\rho_{RG}/\rho_{IG})/(T\alpha_T)\), where subscripts \(RG\) and \(IG\) stand for the real gas and the ideal gas, respectively. The relative difference is as large as 7.6% for the VIRA model profile.

This is an amount which may not be neglected as an error. The malfunctions straightforwardly expected from the experience of the one-dimensional radiative-convective model are of the subgrid scale vertical mixing parameterizations, where the atmosphere is mixed vertically more or less when the lapse rate is smaller than the adiabatic lapse rate. The error in the evaluation of the adiabatic lapse rate influences the onset of the parameterizations and the value of the lapse rate after the mixing in the numerical model. Further, the same error affects not only the thermal structure of the atmosphere but also the dynamical structure. The error appears in the resolved adiabatic motions represented by the dynamical process. The value of the static stability or that of the adiabatic heating term in the temperature tendency equation is now different from the real Venus atmo-
sphere, which affects the intensity of vertical winds, wave properties and so on. One may think that the adiabatic lapse rate of the real gas can be used for the critical value in the convective parameterizations. If such a method is adopted, then one should also change adiabatic heating term of the dynamical process consistently.

Another idea for possibly better dynamical calculations with the assumption of ideal gas is to set the temperature-dependent specific heat at constant pressure, \( \tilde{C}_p \), such that the adiabatic lapse rate of the ideal gas, \( p/(\rho_{IG}\tilde{C}_p) \), mimics the adiabatic lapse rate of the real gas, \( pT\alpha_T/(\rho_{RG}C_{p,RG}) \), for a typical profile. Then, the convection parameterizations mix the atmosphere with the adiabatic lapse rate corresponding to that of the real gas, and the adiabatic heating term in the dynamical process is also consistent with that of the real atmosphere. If we use the formulation of the governing equations of Lebonnois et al. (2010), the coefficients for the temperature-dependent specific heat at constant pressure, \( C_p(T) = C_{p_0}(T/T_0)^\nu \), determined as suggested above for the low latitude temperature profile of the VIRA model are \( C_{p_0} = 967 \, \text{J kg}^{-1} \, \text{K}^{-1} \), \( T_0 = 460 \, \text{K} \), and \( \nu = 0.30 \). We have to note, however, that the temperature tendencies in the physical processes which depend on the specific heat, such as the radiative temperature tendency, have errors due to the difference from the specific heat for the real gas. The relative difference of these two values of the specific heat at
constant pressure is \(1 - (\rho_{RG}/\rho_{IG})/(T\alpha_T)\), and is the same as the relative difference in the adiabatic lapse rate described above.

6. Conclusions

The dependence of the thermal structure of the lower atmosphere of Venus on the specification of atmospheric thermodynamic model has been investigated. Static stability of the VIRA model profile has been evaluated by the use of the thermodynamic models with and without the assumption of ideal gas to examine the effects of non-ideality of gas. The layer just above the surface diagnosed as stable by the use of the thermodynamic model of the real gas is diagnosed as unstable by the use of the thermodynamic model of the ideal gas.

The radiative-convective equilibrium structure of the lower atmosphere of Venus has been investigated with various thermodynamic models. Between the cases with the real gas and the ideal gas the surface temperature differs as large as 7 K. If an ideal gas is assumed, the adiabatic lapse rate can deviate from that of the real gas by as much as 4.5\%. The deviation can be as much as 7.6\% if the specific heat at constant pressure of the real gas is used to evaluate the adiabatic lapse rate with the assumption of ideal gas. Since the layer of convection is determined by the adiabatic lapse rate, an inaccurate evaluation of the adiabatic lapse rate will significantly reduce
the accuracy of the estimated thermal structure.

An idea to perform better dynamical calculations with the assumption of ideal gas is to use the specific heat at constant pressure such that the adiabatic lapse rate of the ideal gas mimics that of the real gas. In this approach, the convection parameterizations tend to mix the atmosphere vertically with the adiabatic lapse rate of the real Venus atmosphere. This procedure is consistent with the adiabatic heating in the dynamical processes, though the temperature tendencies of the physical processes which depend on the specific heat, such as radiative temperature tendency, are inaccurate.

**Appendix A. Thermal structure in the cases with constant specific heat**

Figure 8 shows the radiative-convective equilibrium structures in the cases with the ideal gas but with the several values of constant specific heat at constant pressure, $C_p = 700, 850, 1000, \text{ and } 1150 \text{ J K}^{-1} \text{ kg}^{-1}$.
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Table 1. Thermodynamic models used in the experiments.

<table>
<thead>
<tr>
<th>Case</th>
<th>EOS</th>
<th>$C_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGMix</td>
<td>real gas EOS</td>
<td>dependent on $T$ and $\rho$</td>
</tr>
<tr>
<td>RGCO$_2$</td>
<td>real gas EOS</td>
<td>dependent on $T$ and $\rho$</td>
</tr>
<tr>
<td>VDWGMix</td>
<td>van der Waals EOS</td>
<td>dependent on $T$ and $\rho$</td>
</tr>
<tr>
<td>VDWGCO$_2$</td>
<td>van der Waals EOS</td>
<td>dependent on $T$ and $\rho$</td>
</tr>
<tr>
<td>IGMix</td>
<td>ideal gas EOS</td>
<td>dependent on $T$</td>
</tr>
<tr>
<td>IG850</td>
<td>ideal gas EOS</td>
<td>850 J K$^{-1}$ kg$^{-1}$</td>
</tr>
</tbody>
</table>

$^a$The EOS-CG mixture model is used.  
$^b$The values are derived from the EOS-CG mixture model.  
$^c$The values are represented as the sum of $C_v$ of ideal gases derived from the EOS-CG mixture model and $C_p - C_v$ derived from the van der Waals EOS.
Table 2. The constants, $a$ and $b$, for van der Waals EOS for each pure component (The Chemical Society of Japan and Shinohara 2004).

<table>
<thead>
<tr>
<th>Component</th>
<th>$a$ (Pa m$^6$ mol$^{-2}$)</th>
<th>$b$ (m$^3$ mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO$_2$</td>
<td>$3.66 \times 10^{-1}$</td>
<td>$4.28 \times 10^{-5}$</td>
</tr>
<tr>
<td>N$_2$</td>
<td>$1.37 \times 10^{-1}$</td>
<td>$3.36 \times 10^{-5}$</td>
</tr>
</tbody>
</table>