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Abstract

We performed kinematic precise point positioning (PPP) to determine the optimum analysis settings for precipitable water vapor (PWV) retrieval at sea using a ship-based Global Navigation Satellite System (GNSS). Three analysis parameters were varied: the standard deviation of random walk process noise (RWPN) of Zenith Total Delay (ZTD) time variation, the analysis time width, and the time interval of update of the Kalman filter state vector. A comparison with the Meso-scale Analysis (MA) of the Japan Meteorological Agency revealed that, depending on the update interval and the time width, a strengthened RWPN constraint suppresses the unnatural time variation of GNSS-derived PWV, reduces negative bias against MA, but decreases the regression coefficient.

On the basis of the results of comparison of GNSS-derived PWV with MA, a setting combination of $3 \times 10^{-5}$ m s$^{-1/2}$, 1.5 h, and 2 s for the RWPN, the time width, and the update interval, respectively, was selected to compare with other observations. Biases and root-mean-square differences between the ship-based GNSS-derived PWV and radiosonde observation, a nearby ground-fixed GNSS station, and a satellite-borne microwave radiometer were $-0.48$ and 1.75, 0.08–0.25 and 1.49–1.63, and 1.04–1.18 and 2.17–2.43 mm, respectively.
The factors yielding the differences in the GNSS-derived PWV bias were discussed, especially the errors in the estimated GNSS antenna altitude. The error in the vertical coordinate in GNSS positioning was confirmed as negatively correlated with the error in the GNSS-derived PWV. We found that the kinematic PPP is more likely to overestimate the altitude with shorter update intervals and wider time widths. When the RWPN and the update interval were set to $3 \times 10^{-5}$ m s$^{-1/2}$ and 2 s, respectively, the bias of the analyzed altitudes by the kinematic PPP changed from negative to positive at approximately 1 h width. The results suggest that precise GNSS positioning is necessary for accurate GNSS-derived PWV analysis.
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1. Introduction

Water vapor monitoring over the ocean has become an important issue in Japan, an archipelago located east of East Asia, following the increased frequency of extreme precipitation events. Japan is influenced by the East Asian monsoon, characterized by moist air inflow from the ocean that often causes heavy rainfall (Kato 2006, Tsuguti and Kato 2014, Kato 2018). Imada et al. (2020) applied large-ensemble simulations of the general circulation model and downscaled high-resolution products with a 20 km non-hydrostatic regional climate model to show that anthropogenic warming increased the risk of two record-breaking regional heavy rainfall events in 2017 and 2018 over western Japan. Their findings showed that both episodes were induced by an abnormal moisture inflow toward a stationary rainband in the coastal regions of Japan’s Inland Sea and the west side of the mountain range on the main island of Kyushu, respectively. Furthermore, Shoji et al. (2009) exhibited an improvement in heavy rainfall prediction by assimilating precipitable water vapor (PWV) which has been estimated via the Global Positioning System (GPS) observation network in East Asia and Japan’s nationwide dense GPS network, indicating the importance of upstream water vapor monitoring.

Major maritime water vapor observation tools include the satellite-borne microwave radiometer (MWR) and the atmospheric infrared sounder. They are both affected by raindrops and the Earth’s surface (Zhou et al. 2016) and are influenced by cloud coverage,
especially in the lower troposphere. Advanced geostationary meteorological satellites
(Meteosat, Himawari, and GOES) are equipped with water vapor channels to observe water
vapor distribution in the middle and upper troposphere (Bessho et al. 2016). However, water
vapor distribution in the lower troposphere was hardly observed. No observational system
can continuously monitor maritime water vapor under all weather conditions.

Since the start of GPS use in 1993, it has become a fundamental infrastructure in our daily
lives. Currently, the European Union and several countries have satellite positioning and
navigation systems, more commonly referred to as the Global Navigation Satellite System
(GNSS).

The basic concept of GNSS positioning is range measurement between satellites and
receivers, using time of GNSS signals to reach the receivers. The GNSS signals are delayed
and signal propagation paths are bent due to changes in air density. In precise GNSS
positioning, tropospheric delay, which is the integrated refractivity along the signal path, is
estimated as one of the unknown parameters. Refractivity is a function of temperature,
pressure, and vapor pressure. In the late 1980s, a new research field called GPS
meteorology was introduced, which utilizes estimated tropospheric delays for atmospheric
remote sensing (Davis et al. 1985, Askne and Nordius 1987).

The GNSS atmospheric sensing methods can roughly be classified into two types; the first
utilizes data by ground-based GNSS receivers to retrieve the PWV above each receiver,
while the second, the GNSS radio occultation (RO), monitors the vertical profile of atmospheric refractivity by applying ray bending originated when the radio path between a GNSS satellite and receiver installed in a low Earth orbit (LEO) traverses the Earth’s atmosphere. The recent FORMOSAT-7/COSMIC-2 (F7/C2) mission launched six LEO satellites in June 2019 and achieved full operational capability on October 12, 2021. Its mission is to provide more than 5000 neutral atmosphere RO profiles daily (Weiss et al. 2022). As of October 2022, in addition to F7/C2, several public institutions and private sectors are conducting GNSS RO observations.

Shoji (2009) developed a near real-time ground-based GPS data analysis procedure in Japan. The comparison with radiosonde observations (RAOB) launched at nearby GPS stations revealed that the retrieved GPS PWV in near real-time agrees with RAOB, with a bias and root-mean-square (RMS) difference of +0.30 and 1.64 mm, respectively for January 2007, and +0.22 and 3.36 mm respectively for July 2007. In October 2009, the Japan Meteorological Agency (JMA) initiated its operational GNSS-derived PWV estimation and its assimilation into the mesoscale objective analysis (MA), with the cooperation of the Geospatial Information Authority of Japan (GSI), which operates the nationwide dense GNSS network, known as GNSS Earth Observation Network (GEONET). Recent hazardous rainfalls have attracted significant attention for water vapor monitoring at sea. Therefore, if PWV is continuously analyzed at sea, it would contribute to heavy rainfall prediction.
Research on PWV retrieval using GNSS RO has been conducted (Wick et al. 2008, Huang et al. 2013, Teng et al. 2013, Burgos et al. 2018, Zhang et al. 2018). Burgos et al. (2018) compared PWV retrieved from GNSS RO and ground-based GNSS over ocean-dominated regions, and exhibited a mean difference and an RMS of about 1 and 5 mm, respectively. However, not all GNSS RO-retrieved profiles reach the ground. Consequently, the corresponding uncertainty is inevitable. Furthermore, as Wick et al. (2008) stated, the spatial resolution of each GNSS RO-retrieved PWV is approximately 250 km along the ray path and 1 km across the path.

The first challenge in maritime PWV estimation using a floating-platform GPS was reported by Chadwell and Bock (2001). Since then, related studies have been published over several years (Rocken et al. 2005, Fujita et al. 2008, Boniface et al. 2012, Fujita et al. 2020). Kato et al. (2018) mentioned the possibility of utilizing a floating-buoy-mounted GNSS for synthetic geohazard monitoring, such as tsunami and heavy rainfall potential. Several studies discussed the potential of ship-based GNSS-derived PWV to improve numerical weather prediction (NWP). Boniface et al. (2012) concluded that GPS PWV measured aboard ships for data assimilation (DA) applications should bring constraints in NWP analyses, considering the results of a four-month shipborne GPS observation campaign conducted in the Mediterranean Sea in the autumn of 2008. Ikuta et al. (2021) assimilated PWVs observed by GNSS onboard ships to show their impact on a heavy rainfall event in
September 2020 and successfully improved rainfall prediction accuracy.

Inspired by the increasing number of GNSS satellites and the advancement of real-time kinematic positioning technology, operational PWV estimation using a floating-platform GNSS has become increasingly common. Shoji et al. (2016) and Shoji et al. (2017) used real-time GNSS satellite ephemerides named Multi-GNSS Advanced Demonstration tool for Orbit and Clock Analysis (MADOCA; Kogure et al. 2016) in their postprocessing PWV retrieval experiments using ship-based GNSS measurements. Shoji et al. (2017) compared the vessel-borne GNSS-derived PWV and RAOB and found that both agreed very well, with 1.7 mm RMS differences and a -0.7 mm mean deviation. However, GNSS-derived PWV showed unnatural time fluctuations with a cycle of several hours in their analyses. Consequently, quality control was performed to reject cases where the time change of Zenith Total Delay (ZTD) time change was larger than 0.1 mm/s. Through the quality control procedure, 3.6% of the retrieved PWVs were rejected before the comparison with RAOBs. The authors also found a growing negative bias of GNSS-derived PWV under high PWV circumstances. They speculated that this might be due to the growing difficulty in separating the signal delay and vertical coordinate under high-humidity conditions. Dee (2005) noted that the DA theory is primarily concerned with optimally combining model predictions with observations in the presence of random, zero-mean errors. The presence of biases means the available data was not used optimally.
This research attempts to modify some analysis options to discover a way to reduce unnatural fluctuations and negative bias of ship-based GNSS-derived PWVs that increase under high PWV circumstances observed by Shoji et al. (2017). Section 2 describes the experiment for determining the optimum analysis settings for the ship-based GNSS analysis. Section 3 compares the ship-based GNSS-derived PWV by the new settings with other observational data and the PWV by the settings of Shoji et al. (2017). Section 4 discusses the factors leading to the differences in the results described in Sections 2 and 3, especially regarding errors in the estimated GNSS antenna altitude. The paper closes with a summary and conclusions in Section 5. The Appendix outlines our ship-based real-time GNSS observation and analysis system of maritime PWV.

2. Determination of the Optimal Analysis Procedure

The GNSS analysis procedure adopted in this study is in line with the study by Shoji et al. (2017) (Table 1). Kinematic precise point positioning (PPP) (Zumberge et al. 1997) is executed using a GNSS analysis library named RTKLIB (Takasu 2013) and by applying the MADOCA real-time product. The RTKLIB employs an Extended Kalman Filter (EKF) to estimate unknown parameters, including GNSS antenna coordinates and ZTD, which is modeled as a random walk variable. The following three settings (Table 1) have been
examined: the standard deviation of Random walk Process Noise (RWPN) of ZTD time variation, time width of the sliding window, and the time interval of update of the EKF state vector, which was determined by the sampling rate (observation recording interval).

Zumberge et al. (1997) found that treating ZTD time variation as a stochastic process is effective. The RWPN sigma constrains the degree of ZTD time variation. Optimum time ZTD constraint should be geographically and timely dependent. Several studies modeled ZTD as a random walk process and used their own RWPN settings, ranging from $0.3 \times 10^{-5}$ - $33.3 \times 10^{-5}$ m s$^{-1/2}$ (Table 2). The RTKLIB default RWPN sigma value is $10.0 \times 10^{-5}$ m s$^{-1/2}$, which is set as a value that empirically gives the best result of the positioning solution. Vaclavovic et al. (2017) examined the impacts of the RWPN sigma of ZTD on estimated unknown parameters and observed a significant negative correlation between the estimated height and ZTD. They concluded that a careful offline analysis of an optimal RWPN setting for an estimated ZTD should be performed to achieve the best accuracy. Hadas et al. (2017) proposed using NWP models to define optimum RWPN settings.

There are two options for real-time analysis: true real-time analysis, which continuously updates the forward analysis using information such as satellite orbit and carrier phase obtained in real-time, or rapid update of sliding-window analysis (Foster et al. 2005), which frequently performs batch processing while updating the analysis target time. Figures 1 (a) and (b) illustrate the differences between the two analysis procedures. Figure 1(a) is superior
regarding computer load compared to (b) due to multiple estimation of time-dependent
parameters at each epoch in (b). If the positioning accuracy improves or does not change
with wider time width, then (a) is the best option. When performing the sliding-window
analysis, appropriately determining the width of the sliding-window is necessary. The PPP
analysis needs an order of tens of minutes of data to reach a converged solution (Choy et
al. 2017). However, the wider the time width, the higher the computational cost. Foster et al.
(2005) chose 8-h width to effectively compromise the processing time and solution accuracy.
Shoji et al. (2017) adopted a traditional 24-h-batch approach (Fig. 1(c)), but with an extra 3
h of data added before each 24-h data file to avoid using unconverged solutions.

Several studies suggested a high rate of up to 10 Hz for the GNSS analysis to monitor
the dynamic behavior of engineering structures and seismology (Wang et al. 2012, Xu et al.
2013). However, Erol et al. (2020) investigated the effect of different sampling interval on
the PPP solutions and found that higher sampling rates produced solutions with relatively
poor quality in kinematic PPP results. According to them, this could be due to the high
temporal correlation between observations with a higher sampling rate caused by multipath
and atmospheric errors.

The above three parameters may have different effects on GNSS analysis, depending on
their combination. However, partly due to the computational load, a statistical inspection of
all combinations is difficult. First, we selected the optimal RWPN setting. Second, we
examined the combined effects of time width and update interval.

In Section 2, we compared the ship-based GNSS-derived PWV with those calculated from Grid Point Value (GPV) of MA. There was no combination of settings with the best agreement on following all three measures: the regression coefficient of the linear regression line, bias, and standard deviation (SD) of the differences. Subsequently, to compare with other observations in Section 3, we selected one set of the RWPN, the time width, and the update interval that resulted in one of the good agreements with MA.

2.1 Observation and PWV retrieval

Table 3 summarizes vessel sizes, weights, GNSS antennas, and receiver types. It displays the GNSS antenna on each vessel used herein. We conducted ship-based GNSS observations on one research vessel, Ryofu Maru, and two cargo ships, Wakanatsu, and Ryuunan, starting in December 2018. We initially set the evaluation period to about one month around the Japanese rainy season, June 15-July 15, 2020. Unfortunately, we could not conduct high-sampling observations on Ryofu Maru for operational reasons. As an alternative, we executed 10 Hz GNSS observations on Wakanatsu and Ryuunan from October 22 to November 20, 2020.

To acquire the ZTD time series every 30 min, using RTKLIB, kinematic PPP analyses with
the sliding-window method were conducted. To calculate PWV from ZTD, Zenith Hydrostatic Delay (ZHD) was obtained, following Elgered et al. (1991), as a function of the pressure, latitude \( (\varphi) \), and altitude \( (ht) \) of the GNSS antenna.

\[
ZHD(P, \varphi, ht) = \frac{2.2779 \cdot P}{1 - 0.00266 \cdot \cos \varphi - 0.00028 \cdot ht}
\]  

(1)

As a next step, the zenith wet delay (ZWD) is derived by subtracting ZHD from ZTD.

\[
ZWD = ZTD - ZHD
\]  

(2)

Finally, PWV was estimated from ZWD using a conversion coefficient \( (\Pi) \) (Askne and Nordius 1987).

\[
PWV = \Pi \cdot ZWD,
\]  

(3)

\[
\Pi = \frac{10^5}{R_v \left( -k_1 \frac{M_w}{M_d} + k_2 + k_3 \frac{T_m}{T_m} \right)}
\]  

(4)

where \( R_v \), \( M_w \), and \( M_d \) are gas constant for water vapor, molecular weight of water vapor, and molecular weight of dry air. \( k_1 \), \( k_2 \), and \( k_3 \) are empirical constants for refractivity formula. \( T_m \) indicates the mean temperature of the atmospheric column weighted by the amount of water vapor defined by Davis et al. (1985).

\[
T_m = \frac{\int_H^\infty \frac{P_v dt}{T_2}}{\int_H^\infty \frac{P_v dt}{T_2^2}}
\]  

(5)

where \( H \), \( T \), and \( P_v \) are GNSS antenna height, temperature, and vapor pressure, respectively. Bevis et al. (1992) indicated that \( T_m \) correlates with surface temperature. This parameter is estimated from the interpolated surface temperature, using a linear relation between \( T_m \) and surface temperature based on one-year statistics of RAOB in
Japan.

Therefore, to calculate PWV from ZTD obtained in GNSS positioning, $P$ and $T$ value at the GNSS antenna position are required. From Subsection 2.2 to 2.4, MA’s GPV interpolated to the GNSS antenna location was used for the $P$ and $T$ values. Section 3 used the $P$ and $T$ value observed on each vessel. We compared the PWV calculated using the $P$ and $T$ of MA with those using the observed $P$ and $T$ for one month of April 2021. The correlation coefficient of the two sets of PWVs exceeded 0.999, the absolute value of the mean difference was 0.11 mm, and the random difference was 0.2 mm.

The PWV of the MA was calculated by vertically integrating specific humidity.

$$PWV = \frac{1}{g} \int_{P_s}^{P_t} q dp,$$

(6)

where $q$, $P$, $P_t$, $P_s$, and $g$ correspond to specific humidity, pressure, model top pressure, model surface pressure, and gravitational acceleration, respectively.

2.2 Examination of RWPN setting using Ryofu Maru data

To examine the optimal RWPN setting, eight GNSS analyses were performed for approximately 1 month (from June 15 to July 15) using 1 Hz-sampled Ryofu Maru data while changing the RWPN sigma as $1 \times 10^{-4}$, $5 \times 10^{-5}$, $3 \times 10^{-5}$, and $1 \times 10^{-5}$ m s$^{-1/2}$ and the time width of the sliding window as 1.5, and 8.0 h.
The RTKLIB default value for RWPN sigma is $1 \times 10^{-4}$ m s$^{-1/2}$. The PWV time sequence of Ryofu Maru in Shoji et al. (2017) showed short-term fluctuations, which did not occur for PWV analysis with the static PPP of a nearby ground-based fixed GNSS station. Regarding the suppression of unnatural short-term fluctuations, we examined stronger RWPN constraints, and a detailed evaluation of the influence of the time width is presented in the next section. We compared the results of the two time widths of 1.5 and 8.0 h. The former width was selected because Choy et al. (2017) mentioned that several tens of minutes are needed for PPP to convergence, and the latter was selected on the basis of Foster et al. (2005).

Table 4, and the scatter diagrams in Fig. 2 depict the comparison results of PWVs obtained from the eight experiment analyses against those by MA. To examine the differences in the agreement between cases with high and low PWV, the bias, RMS, and SD were calculated for three bins: (1) all data, (2) PWV <40 mm, and (3) PWV ≥40 mm. For all data, the RMS difference and SD were smaller in the 1.5 h width, with a combination of the RWPN of $3 \times 10^{-5}$ m s$^{-1/2}$. Conversely, the 8.0 h width tended to have larger RMS and SD values. This tendency seems to be stronger in smaller RWPNs. Regardless of the time width of the analysis or the selected RWPN setting, biases were positive for PWV <40 mm and negative for PWV ≥40 mm. Comparing the RMS of the 1.5 h analysis with that of 8.0 h analysis, both the positive biases for PWV <40 mm and negative biases for PWV ≥40 mm
tend to be closer to zero for the 1.5 h analysis. The selection of smaller RWPN (stronger time constraint) resulted in a larger positive bias for PWV <40mm and smaller negative bias for PWV ≥40 mm. The change in bias caused by using different RWPNs is greater for the 8.0 h analysis than for the 1.5 h analysis. As a result, for both 1.5 h and 8.0 h analyses, the selection of smaller RWPN resulted in smaller regression coefficients and larger y-intercepts of linear regression, although it reduced the negative biases of GNSS-derived PWV. Comparing 1.5 and 8.0 h analyses with the same RWPN shows that the former has a larger (closer to 1) regression coefficient and smaller y-intercept than the latter. While increasing the time constraint of the RWPN had a positive effect of reducing the unnatural variability of the analyzed PWV, it also had a negative influence as reducing the regression coefficient and increasing the y-intercept of the linear regression line. Regarding the reduction of RMS in GNSS-derived PWV against MA, we can state that, among these eight experiments, a 1.5 h width with an RWPN of $3 \times 10^{-5}$ m s$^{-1/2}$ showed the best agreement with MA.

The panels in Fig. 3 represent the PWV time series by RAOBs (red dots), expressed in MA (thick gray line) and GNSS-derived PWV (other colored lines). A setting of smaller RWPN increases the suppression of the GNSS-derived PWV time variation, and the tendency is stronger in the results of 8.0 h width than that of 1.5 h width.

Figure 4 shows the differences in the estimated altitude dependent on the time width and the RWPN. The smaller the RWPN, the higher the analyzed altitude, specifically in 8.0
h width analyses. As Vaclavovic et al. (2017) and Shoji et al. (2000) reported, errors in zenith coordinates show a negative correlation with errors in ZTD. Conversely, height overestimation occurs in synchronization with ZTD underestimation. The results shown in Figs. 2–4 indicate that (1) adopting an RWPN smaller than RTKLIB’s default value yields smaller RMS and SD of GNSS-derived PWV and (2) a smaller RWPN tends to create positive biases in the zenith coordinate. The biases increase with a wider time width.

2.3 Examination of EKF update interval and time width

In kinematic PPP with the MADOCA real-time product, 30 to 40 min continuous data are required from the start time for the analysis to converge (Kogure et al. 2016). The sampling interval (time interval of update of EKF state vector) may affect the convergence time and positioning accuracy. Therefore, we experimented with an accuracy comparison using 10 Hz observation data while changing the time width and the update interval.

From October 22 to November 20, 2020, we conducted a dual-frequency 10 Hz sampling GNSS observations on two cargo ships, Wakanatsu and Ryuunan (Table 2). In the GNSS analysis, the RWPN was fixed at $3 \times 10^{-5}$ m s$^{-1/2}$, based on Subsection 2.2. Subsequently, the time width of the sliding window was changed from 0.5 to 8.5 h with a 1 h time slot, while the update interval was modified 13 times, from 0.1 to 30 s. Using GNSS-
estimated ZTD and the pressure and temperature of MA interpolated at the GNSS antenna position, the GNSS-derived PWV was estimated every 30 min to match the time interval of the MA dataset and subsequently compared with the MA PWV.

From the comparison (Fig. 5), we can observe the following characteristics:

(a) The regression coefficient of the linear regression line is the largest when the time width is 1.5 h and the update interval is 20 s. At update intervals exceeding 2 s, the regression coefficient becomes the largest at a time width of 1.5 h, but the regression coefficient becomes smaller as the update interval becomes shorter. The longer the update interval, the greater the regression coefficient change as the time width changes.

(b) The y-intercept of the linear regression line also varies with the time width and the update interval. The longer the update interval, the greater the change in the y-intercept with time width. At a time width of 1.5 h, the y-intercept becomes closest to zero (-0.36 mm) at an update interval of 2 seconds and becomes farthest from zero (-0.79 mm) at an update interval of 30 seconds. The longer the update interval, the greater the change in the y-intercept with time width.

(c) When the update interval is shorter than 10 s, negative bias increases with decreasing update interval and increasing time width. At a time width of 1.5 h, the negative bias becomes closer to zero than -1 mm when the update interval is between 2 and 15 s and becomes the smallest (-0.89 mm) at an update interval of 4 seconds.
(d) SD becomes minimal at a time width of 1.5 h irrespective of the update interval. The longer the update interval, the greater the change in the SD with time width. SD becomes the smallest (1.99 mm) for update intervals of 1 and 2 s.

(e) The changes in RMS are similar to those in SD but reflect the influence of bias. The RMS is the smallest (2.19 mm) at an update interval of 4 seconds and the second smallest (2.20 mm) at an update interval of 2 seconds.

According to Fig. 5, the optimal time width that will minimize the SD and RMS is 1.5 h. However, determining the optimal update interval is difficult. No setting satisfies both the regression coefficient and y-intercept of the linear regression line. The negative y-intercept values tend to be larger in groups where the regression coefficient is close to 1, so the relative error becomes larger in a smaller PWV environment. Further, the groups that have a regression coefficient close to 1 differ from the groups with smaller bias, smaller SD, and smaller RMS. In this study, we selected an update interval of 2 seconds because with a 2 s update interval, y-intercept and SD values were closest to zero, and RMS was the second closest to zero. With respect to bias, the update interval of 4 seconds is closest to zero. For the 4 s update interval, the regression coefficient was closer to 1 than that for the 2 s update interval, and the RMS was minimal. The choice of update interval may vary between 2 and 5 s, depending on which of the five indicators shown in Fig. 5 is considered more important.

In summary, we selected the following combination of settings for comparisons with
other observations in Section 3: an update interval of 2 seconds, a time width of 1.5 h, and an RWPN sigma of $3 \times 10^{-5}$ m s$^{-1/2}$ (red line in Fig. 5).

3. Comparison with Other Observation

In this section, we present the differences in the results between the method proposed by Shoji et al. (2017) and the combination of settings chosen in Section 2 by comparing PWVs using ship-based GNSS with those using RAOB, a nearby ground-based fixed GNSS, and a satellite-borne microwave radiometer (SMWR).

We note that each piece of information has a different spatiotemporal scale when comparing GNSS-derived PWV with other observed or analyzed values. The GNSS-derived PWV can be regarded as an average value in an inverted conical space with a radius of approximately 30 km and the GNSS antenna at its apex. The RAOB data are often used as a reference value for evaluating remote sensing observations. However, it takes approximately 0.5 h to travel through the troposphere. Therefore, compared with RAOB, the GNSS-derived PWVs need to be averaged for approximately 30 min, which may obscure the effect of the unnatural PWV fluctuation mentioned by Shoji et al. (2017). Additionally, after launch, each radiosonde drifts with the wind. The SMWR is a remote sensing instrument for measuring weak microwave emissions from the surface and the atmosphere of the Earth. The SMWR-observed values are considered instantaneous values at the time
of observation, and the spatial resolution depends on the observation beam width.

When the PWVs of ship-based GNSS are compared with those of RAOB, nearby ground-based fixed GNSS, and SMWR, certain characteristics regarding the ship-based GNSS-derived PWV accuracy are revealed. In the following comparison, we referred to the method of Shoji et al. (2017) as CTL and our method as NEW. To examine the differences in agreement between cases with high and low PWV, bias, RMS, and SD were calculated for three bins: (1) all data, (2) PWV <40 mm, and (3) PWV ≥40 mm.

3.1 Comparison with RAOB

Figure 6 shows the PWV comparison results from the Ryofu Maru observation in 2019 and 2020. A total of 134 RAOBs were compared with the ship-based GNSS-derived PWVs. Following Shoji et al. (2017), GNSS-derived PWVs were time-averaged over 30 min beginning at each radiosonde launch time. Comparing NEW with CTL for all data, RMS and SD decreased by approximately 0.1 mm, although negative bias increased by 0.1 mm. In the bin of PWV <40 mm, the negative bias increased by 0.2 mm, whereas the negative bias decreased by 0.04 mm in the bin of PWV ≥40 mm. As a result, the regression coefficient approached 1, but y-intercept turned negative.

3.2 Comparison with a nearby ground-based GNSS station
Between March 22 and 26, 2021, wiring and equipment installation for permanent dual-frequency GNSS observation on two JMA research vessels, Ryofu Maru (call sign JGQH) and Keifu Maru (call sign JPBN), were performed. We started observations on March 26, they are still ongoing as of April 2023. The system overview, data acquisition statistics, and an observation case can be found in the Appendix.

The two vessels were anchored side by side at their homeport of Daiba, Tokyo, until they departed on April 7, 2021. From the PWV time sequences from April 1 to 6 (Fig. 7), we confirmed that the PWVs analyzed from both vessels agreed well with those of a nearby ground-based fixed GNSS station (3023) and the MA. The PWVs analyzed from ground-based fixed GNSS observations were assimilated into the MA. With CTL (Fig. 7(b)), fluctuations with a cycle of approximately several hours are conspicuous in the PWV time series of both JGQH and JPBN. The amplitude of the fluctuations often exceeds 5 mm.

For April 1 to July 22, 2021, we compared PWVs of JGQH and JPBN with those of “3023” only when each vessel was within 15 km from “3023.” The results in Fig. 8 indicate that in the comparison of all data, SD and RMS values are closer to zero with the NEW settings. The biases were positive for both JGQH and JPBN. The change in bias of the bin of PWV <40 mm relative to the bin of ≥40 mm was -0.64 mm (JPBN) and -0.43 mm (JGQH) for CTL and -0.42 mm (JPBN) and +0.01 mm (JGQH) for NEW. The change in bias dependence on

Fig. 7

Fig. 8
the PWV is smaller in NEW than in CTL.

3.3 Comparison with an SMWR

The Global Change Observation Mission (GCOM), a Japan Aerospace Exploration Agency (JAXA) project of long-term observation of environmental changes on Earth, launched its first satellite, GCOM-W1, on May 18, 2012. Advanced Microwave Scanning Radiometer 2 (AMSR2) uses 18.7, 23.8, and 36.5 GHz bands to observe PWV over the ocean for a horizontal resolution of approximately 15 km (Kazumori 2013).

We allowed a 5 min difference and a 20 km distance for the matchup, and Fig. 9 shows the comparison results. Concerning GCOM-W1, the GNSS-derived PWV has >1 mm positive biases. Similar to the RAOB and ground-based fixed GNSS comparison, the PWV with NEW results in smaller SD and RMS values than CTL. The change in bias for PWV <40 mm and ≥40 mm is also −1.90 mm (JPBN) and −1.72 mm (JGQH) for CTL. However, the analysis with NEW showed reduced changes of −1.31 mm (JPBN) and −1.08 mm (JGQH). Similar to the comparison with RAOB and ground-based fixed GNS station, the change in bias dependence on the PWV is smaller in NEW than in CTL.

4. Discussion
In Section 3, we found the following:

a) The new analysis setting suppresses the unnatural fluctuation of ship-based GNSS-derived PWV observed by Shoji et al. (2017). The comparisons with RAOB, a nearby ground-based fixed GNSS station, and an SMWR show a decrease in RMS and SD except for RAOB with a PWV \(\geq 40\) mm.

b) Bias changes were characterized differently depending on the observations used for comparisons. The negative bias increased by about 0.1 mm in comparison to RAOB, the positive bias increased by 0.01 and 0.16 mm for JPBN and JGQH, respectively, in comparison to a ground-based fixed GNSS station, and the positive bias decreased by 0.13 and 0.1 mm in JPBN and JGQH, respectively, in comparison to SMWR. In all of the comparisons, the NEW setting showed smaller bias dependence on the PWV.

Herein, we discuss about the bias in GNSS-derived PWV and its relation to the bias in estimated GNSS antenna height.

In GNSS positioning, a negative correlation between errors in analyzed heights and those in ZTD exists. Through geometric considerations, Beutler et al. (1987) derived the following relationship between errors in station height and those in ZTD:

\[
\Delta h = \frac{\Delta ZTD}{\cos(Z_{\text{max}})}, \quad (7)
\]

Where \(\Delta h\), \(\Delta ZTD\), and \(Z_{\text{max}}\) are the error in station height, error in ZTD, and maximum zenith angle (90-elevation angle) of GNSS satellites, respectively. By realistically
considering receiver clock errors, Santarre (1991) found that errors in vertical coordinates and ZTD are negatively correlated. Rothacher and Beutler (1998) obtained the same results from independent derivations and analysis of observed data. Shoji et al. (2000) and Vaclavovic et al. (2017) also confirmed the negative correlation between the errors in the station height and ZTD. Here, we discuss the study results regarding the analyzed antenna heights.

Figure 10 shows a scatter plot of the analyzed altitude differences (CTL-NEW) and those in PWV for the data plotted in comparison with a nearby ground-based fixed GNSS station “3023” (Fig. 8). The correlation between the altitude and PWV differences was −0.4809 and −0.5072 for JPBN and JGQH, respectively. From the linear regression lines, it was implied that an overestimation in altitude of approximately 10 cm corresponds to an underestimation in PWV of about 1 mm, and vice versa.

Figure 11 shows the difference between the analyzed altitudes by CTL and NEW, using the comparison data of a nearby ground-based fixed GNSS station “3023.” The horizontal axis is the PWV at “3023.” The altitude differences were binned by PWV values at “3023” at 20 mm intervals and then averaged at each bin. The numbers at the top of each panel are the average differences in altitude at each bin. Although there is a large variation, an increase in the PWV could elevate the altitudes by CTL more than those by NEW. For JPBN and JGQH, the elevation difference between the bin with a PWV ≥40 mm and the bin with a
Table 5 shows the expected PWV difference by applying the mean height difference between CTL and NEW to the linear regression equations (Fig. 10) for PWV < 40 mm and PWV ≥ 40 mm, respectively. From Fig. 8, the actual average PWV difference for JPBN was +0.02 mm when PWV < 40 mm and −0.20 mm when PWV ≥ 40 mm. The expected PWV difference of JPBN (Table 5) (+0.003 mm for PWV < 40 mm and −0.235 mm for PWV ≥ 40 mm) are consistent with the actual values. However, for JGQH, the actual difference is −0.06 mm for PWV < 40 mm and −0.50 mm for PWV ≥ 40 mm, while the expected value is −0.140 mm and −0.295 mm respectively. Although there is a common tendency of increasing negative differences with increased PWV, the expected values are not quantitatively consistent with actual PWV differences. Reflected GNSS signal waves in ship-based GNSS observations and changes in phase center due to antenna tilt and rotation may have affected the results. Assessing the effects of these error factors inherent in ship-based GNSS observations is an issue to be addressed in the future.

To study the relationship between the errors in altitude and PWV, we installed a set of the same type of GNSS antenna and a receiver with that at Keifu Maru in a field at the Meteorological Research Institute (Tsukuba, Ibaraki, Japan) and conducted a 16-day GNSS observation from December 1 to December 16, 2021. We executed both static and kinematic PPP and compared the positioning results. The settings of kinematic PPP were changed as

Table 5
follows: (i) 16 time widths, from 0.5 to 8.5 h, increased by 0.5 h each; (ii) five update intervals, 0.1, 1.0, 2.0, 10.0, and 30.0 s; (iii) and two RWPNs, $1 \times 10^{-4}$, and $3 \times 10^{-5}$ m s$^{-1/2}$. Table 1 presents other settings. Additionally, we performed a 16-day static PPP analysis using 24 h batch processing with a precise ephemeris provided by International GNSS Service (IGS). Hereafter we refer the IGS’s precise ephemeris as IGF. The update interval was set to 30.0 s to match the time interval of clock correction of the IGF, and the RWPN was set in two ways: $1 \times 10^{-4}$ and $3 \times 10^{-5}$ m s$^{-1/2}$.

Figure 12 shows the average and SD of the estimated altitudes when the RWPN of kinematic PPP was set to an RTKLIB default value, $1 \times 10^{-4}$ m s$^{-1/2}$. The averaged altitude (25396.77 mm) and ±1 sigma (2.31 mm) altitudes from the static PPP analysis are also shown in the figure. When the time window was 0.5 h, the vertical coordinate average was lower than the average of the static PPP result, and the SD was larger than that of the wider time width. With increasing time width, the vertical coordinate average increases, and the SD reduces. If the update interval is 30 s and the time width is 4 h or above, the average altitude falls within the average altitude ±1 sigma of the static PPP. For update intervals shorter than 2 s, the analyzed mean altitude tends to increase with a shorter and wider in the update interval and the time width, respectively. The SD of the analyzed altitude shows a smaller change when the time width $\geq$2 h compared to the change when the time width $\leq$1.5 h. Compared to the same time width, the shorter the update interval, the larger the SD.
As Erol et al. (2020) noted, a reduced update interval does not necessarily appear to improve the accuracy of the positioning results.

Figure 13 is the same as Fig. 12, except that the RWPN is set to $3 \times 10^{-5}$ m s$^{-1/2}$. For static PPP with IGF, changing the RWPN to $3 \times 10^{-5}$ m s$^{-1/2}$ increased the mean altitude by about 0.5 mm, while the SD of the altitudes was almost the same. However, for update intervals $\leq 2$ s, compared to Fig. 12, the analyzed altitude average tended to be higher and SD tended to be smaller for shorter update intervals. For the kinematic PPP with an update interval of 2 seconds (red line), the average altitude with a time width of 1 h is closest to that of the static PPP (thick gray line). The average altitude for the 1.5 h width is 4.8 mm higher than that of the static PPP, and the altitude difference increases to 8.3 mm for the 2.5 h width. The SDs of the altitude were 58.6, 49.8, and 46.3 mm at time widths of 1.0, 1.5, and 2.5 h, respectively.

According to Kogure et al. (2016), 30–40 min of continuous data is needed for the kinematic PPP convergence. From Figs. 12(b) and 13(b), for the ship-based GNSS, about 2 h of continuous data is required for good convergence. In Fig. 5(c), the SD is minimized for the 1.5 h width. This may be related to two factors: the positive bias in analyzed altitude which increases with time width, and the degree of convergence of the kinematic PPP solution.

From Figs 11 and 12, for 1.5 h width, smaller bias can be expected by 10 s update
interval than that of 2 s update interval. It is consistent with the features observed in Fig. 5 (c).

5. Summary and Conclusions

In this research, we investigated the optimal real-time analysis settings for ship-based GNSS-derived PWV using the kinematic PPP function of RTKLIB. The results are summarized as follows:

1) In kinematic PPP analysis, strengthening the constraint for ZTD time variation by setting the RWPN value up to one-third of the default value of RTKLIB suppresses the unnatural PWV time variation which was observed by Shoji et al. (2017). However, GNSS analysis with a smaller RWPN and longer analysis time resulted in a greater positive bias for PWV <40 mm and greater negative bias for PWV ≥40 mm.

2) Based on the results obtained by comparison of ship-based GNSS-derived PWV with MA PWV, a combination of an RWPN of $3 \times 10^{-5}$ m $s^{-1/2}$, a time width of 1.5 h, and an update interval of 2 seconds were selected to compare with RAOB, nearby ground-based fixed GNSS, and SMWR measurements. Except for the comparison with RAOB when PWV was ≥40 mm, the SD and RMS values were smaller in all three comparisons than those obtained using the method of Shoji et al. (2017). The
NEW setting showed a smaller bias dependence on the PWV in all comparisons.

Our new analysis setting for ship-based GNSS PWV analysis was shown to reduce the growing negative bias of GNSS PWV under high PWV circumstances which was one of the issues raised by Shoji et al 2017.

3) The biases in the GNSS-derived PWV described above were related to the biases in the vertical coordinate solutions using the kinematic PPP analysis. Errors in PWV based on GNSS analysis are negatively correlated with errors in vertical coordinates. In kinematic PPP analysis for a fixed ground-based GNSS station, positive biases occur in the vertical coordinate solution when the time interval of update is <10 s. The biases increase with increasing time width and decreasing RWPN. Consequently, increased time widths, a strengthened constraint for ZTD time variation, and shorter update intervals may contribute to an increase in the negative bias of PWV.

4) For the update interval <10 s, vertical coordinates tend to be underestimated at the initial stage of a kinematic PPP analysis. The analyzed vertical coordinate increases with analysis time and tends to overestimate when the analysis time exceeds approximately 1 h. The SD of the vertical coordinate decreases with analysis time until it reaches approximately 2 h. The time width of 1.5 h was the time when the bias and SD of the vertical coordinate solution were both close to zero.
The present study allowed us to improve the method of Shoji et al. (2017) for PWV analysis using ship-based GNSS measurements. We suggest that the improvement in PWV analysis accuracy by ship-based GNSS is closely related to the improvement in vertical positioning accuracy. There is still scope for improvement in the vertical coordinate analysis and atmospheric delay in the kinematic PPP. But we could not find a setting that yields the optimal values for all five measures: regression coefficient, y-intercept, bias, SD, and RMS.

We evaluated the results from the analysis with a time width of <9 h, although an increased analysis time width (≥24 h) might provide different results. Thus, future research should consider evaluating wider analysis times, including true real-time analysis. The cause of the error and the magnitude of its effect would vary depending on the observation environment, such as multipath, amount of water vapor and inhomogeneity, satellite arrangement, and sea conditions. The optimal PWV analysis setting for ship-based GNSS might differ depending on the above conditions. We think comparing with other observations and with numerical weather models are necessary to find the optimal analysis setting for each observation environment. The present study provides an approach to searching for the optimal setting. The method for the adaptive setting of analysis options according to the observation situations could also be a future research subject.
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Appendix:

System overview, data acquisition statistics, and observation example for a heavy rain case of our real-time PWV analysis utilizing ship-based GNSS measurements

1) System overview

Table A1 summarizes the vessels and equipment used for real-time PWV estimation. Our real-time positioning analysis at sea was possible since QZSS delivers MADOCA real-time products as one of its positioning signals (L6E). The Global Positioning Augmentation Service Corporation (GPAS) was in charge of producing the MADOCA data delivered by QZSS. We installed Chronosphere-L6 GNSS receivers to receive the QZSS’s L6E signal, and decode the MADOCA real-time orbit. The QZSS comprised three satellites in Quasi-zenith Orbits (QZO), and one satellite in Geostationary Orbit (GEO). To lengthen QZSS observation time from Japan, the QZO adopts an asymmetric north-south orbit shaped like a figure “8” centered around 135°E. Three QZO satellites can be observed every 8 h with an elevation angle of 70° or more in the Tokyo metropolitan area. However, as of August 2021, MADOCA on the L6E signal is transmitted from one GEO (QZS-3) and two out of three QZOs (QZS-2 and QZS-4), while the first QZO (QZS-1) did not transmit the L6E signal. Therefore, depending on the time of the day, receiving L6E becomes difficult because the
elevation angle of all QZSSs (except QZS-1) will be below. The missing rate of the L6E signal increases as the receiver moves away from Japan in a direction other than the south.

The PC analysis collects the MADOCA real-time orbit and the career phase from GPS, GLONASS, and QZSS satellites. Following the results described in Section 2, it performs kinematic PPP analysis every 10 min. The RWPN, the width of the sliding-window, and the update interval were set as $3 \times 10^{-5} \text{ m s}^{-1/2}$, 1.5 h, and 2 s, respectively. The GNSS analysis was completed within 2 min from the start of each analysis.

Both vessels were equipped with JMA-certified meteorological sensors. Using GNSS-estimated ZTD and the observed temperature and atmospheric pressure on board, PWV can be estimated every 10 min with a latency of approximately 2 min.

2) Data acquisition statistics

Immediately after the system installation, minor corrections were required, such as setting the PC to always operate and acquiring meteorological observation data through the inboard data network. After making those corrections, the GNSS real-time analysis became stable by March 31. Since then, continuous analysis has been carried out regardless of whether vessels were moored or sailing.

From July 23 to August 5, a total of 19 d of unscheduled outage and accuracy
degradation of MADOCA occurred: According to the GPAS announcement, the cause was a problem in collecting global ground GNSS observation network data, used to analyze GNSS satellite orbits and clocks. In this study, we set the validation period for 113 d from April 1 to July 22.

Table A2 summarizes the number and rate of successful PWV analyses and those of missing cases. For Ryofu Maru (JGQH), the most common cause of PWV analysis failure was an unexpected 20 h sleep of PC analysis, followed by the failure to acquire the L6E signal. For Keifu Maru (JPBN), there were many L6E reception failures, which were ~2.5%; there were also 17 cases caused by the unexpected outage of the MADOCA real-time orbit.

Figure A1 illustrates the retrieved PWV distribution along the trajectories of the two vessels, and the locations where MADOCA acquisition failed. Compared to JGQH, JPBN sailed further north and east of Japan. For both ships, MADOCA acquisition often failed when the ships sailed in these directions. Figure A2 shows that, in JPBN, MADOCA acquisition often fails around 12:00-15:00 UTC. This coincides with when the elevation angles of the two L6E transmitting QZSs (SV02 and SV04) are below 40°. The fact that the L6E signal is not transmitted from the first quasi-zenith satellite (SV01) leads to missing data in a specific time zone, especially for JPBN. The successor to SV01, launched on October 26, 2021, is designed to transmit the L6E signal. The number of missing data has been reducing since the operation start of the successor satellite on March 24, 2022.
3) **Heavy rain case between July 9 and July 10, 2021**

Between July 9 and July 10, there was heavy rain in southern Kyushu. At the Satsuma Kashiwabaru weather station in Kagoshima prefecture in southern Kyushu, 24 h precipitation of 473 mm was recorded until 12:40 (local time, UTC +9 h) on July 10, and heavy rain emergency warnings were issued to Kagoshima, Miyazaki, and Kumamoto prefectures. The JPBN conducted RAOBs at 6 h intervals for 7 d, from July 5 to July 12, including the day with heavy rain. The PWV time sequence shown in Fig. A3 shows a rapid increase in PWV after 18:00 UTC on July 7 and a rapid decrease in the first half of July 10. Fig. A3 also shows the short time variation in PWV, such as a 10 mm decrease followed by an increase of ~5 mm in 6 h from 18:00 UTC on July 9, for which the 6 h interval observation could not be captured. The panels in Fig. A4 show the 20 h time sequence, from 11:00 July 9 to 07:00 July 10, 2021, of GNSS-derived PWV and surface meteorological data. The GNSS-derived PWV decreased by 10 mm or more in approximately 2 h from 21:00 to 23:00 on the ninth day. When GNSS-derived PWV began to decrease, sharp decreases in temperature and mixing ratio, intensifying precipitation, and a large change in wind direction and speed were observed.

Figure A5 shows distributions of 1 h precipitation and PWV at 02:00 (local time, UTC +9
h) on July 10. Heavy rains exceeding 50 mm/h in the southern part of Kyushu were analyzed.

Heavy rain areas were channeled to the sea in the west-southwest direction. In GCOM-W1, a region with a PWV of more than 60 mm was detected along the heavy rain area. The JPBN is located near the western end of the heavy rainfall area.

These results indicate the potential of the ship-based GNSS measurements to observe PWV at sea with high temporal resolution regardless of rain and to predict heavy rainfall.
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In (b), the final (latest) time of the positioning analysis is the target time of the analysis. However, in (a) and (c), the target times of PWV analyses are within each GNSS analysis. In (c), data within 3 h from the start of each 27-h batch analysis were discarded to use well-converged results only; all the remaining 24-h results were treated as evaluation targets.

In Shoji et al. (2017) and this study, when comparing with RAOB PWV, GNSS-derived PWV averaged 30 min from each RAOB launch time. For example, when compared with a RAOB launched at 11:30 UTC or 23:30 UTC, the GNSS-derived PWV is the 30 min average value from 14.5 to 15 h or 26.5 to 27 h after the analysis start time, respectively.
Fig. 2. Scatter diagram of PWV comparing MA and ship-based GNSS, in a (a) 1.5 h and (b) 8.0 h widths. GNSS-derived PWVs are plotted with different colors depending on RWPN sigma, as $1.0 \times 10^{-4}$ (black), $5.0 \times 10^{-5}$ (blue), $3.0 \times 10^{-5}$ (red), and $1.0 \times 10^{-5}$ (green) m s$^{-1/2}$. 
Fig. 3. The 24 h PWV sequence at Ryofu Maru from 12:00 UTC July 4 to 12:00 UTC July 5, 2020. The (a) 1.5 h and (b) 8.0 h widths are shown. Gray lines represent MA, while red dots represent RAOB. GNSS-derived PWVs are plotted with different colors depending on RWPN sigma as $1.0 \times 10^{-4}$ (black), $5.0 \times 10^{-5}$ (blue), $3.0 \times 10^{-5}$ (red), and $1.0 \times 10^{-5}$ (green) m s$^{-1/2}$. 
Fig. 4. The 24 h sequence of altitude at RYOFU MARU GNSS antenna from 12:00 UTC July 4 to 12:00 UTC July 5, 2020. The (a) 1.5 h and (b) 8.0 h widths are shown. Lines are plotted with different colors depending on RWPN sigma as $1.0 \times 10^{-4}$ (black), $5.0 \times 10^{-5}$ (blue), $3.0 \times 10^{-5}$ (red), and $1.0 \times 10^{-5}$ (green) m s$^{-1/2}$.
Fig. 5. Differences in ship-based GNSS-derived PWV comparison against MA caused by different time widths of sliding windows (x-axis) and different update intervals (line color).

(a) The regression coefficient of the linear regression line, (b) y-intercept of the linear regression line, (c) bias, (d) SD, and (e) RMS. Lines are plotted with different colors depending on the update interval.
Fig. 6. PWV comparison results obtained from Ryofu Maru observations in 2019 and 2020.

In (a), the GNSS-derived PWV is retrieved using the procedure of Shoji et al. (2017), while the GNSS-derived PWV is retrieved by using our new settings, as shown in (b).

Black lines are linear regression lines.
Fig. 7. The PWV time sequence for April 1–April 6, 2021. Gray thick line: MA. Black line: 3023 (nearby fixed GNSS station). Blue line: Ryofu Maru (JGQH); Red line: Keifu Maru (JPBN). All-time series are drawn using data at 30-min intervals. The time sequences of JGQH and JPBN in (a) are obtained by the new settings described in this study, while those in (b), written as CTL, are obtained by those of Shoji et al. (2017). During this period, the two vessels were anchored side by side at their home port (Daiba, Minato Ward, Tokyo). The GEONET station 3023 (Chiba Ichikawa) is located approximately 12 km ENE from JGQH and JPBN.
Fig. 8. PWV comparison between a ground-fixed GNSS station (3023) and ship-based GNSS on JPBN (red circles) and JGQH (blue triangles). Comparisons were made between April 1 to July 22, 2021, when each vessel was located within 15 km of the “3023” station. Linear regression lines are also plotted with red and blue lines.
Fig. 9 GCOM-W1/AMSR2 with ship-based GNSS-derived PWV on JPBN (red circles) and JGQH (blue triangles). Comparisons were made between April 1 to July 22, 2021. When making comparisons, time differences of up to 5 minutes and differences in location within a distance of 20 km were allowed. Linear regression lines are also plotted with red and blue lines.
Fig. 10. Scatter plot and linear regression lines of the difference in analyzed altitude (CTL-NEW) versus the difference in PWV for the data plotted in Fig. 8.

Fig. 11. Differences in the analyzed GNSS antenna altitude using the settings of CTL and NEW (CTL-NEW) for the data plotted in Fig. 8. (a) JPBN and (b) JGQH.
Fig. 12. Average and SD of analyzed altitudes of a fixed GNSS station at the Meteorological Research Institute (Tsukuba, Ibaraki, Japan) by kinematic PPP applying the default value of RWPN, $1.0 \times 10^{-4}$ m s$^{-1/2}$, for 16 d from December 1 to 16, 2020. In Panel (a), a thick gray horizontal line is the average of the daily analyzed altitudes (25396.77 mm) estimated by the static PPP applying the IGS precise ephemeris (IGF). The two black horizontal lines above and below the thick gray horizontal line indicate the altitude of the average ± 2.31 mm SD.
Fig. 13. Same as Fig. 12 except the RWPN is $3.0 \times 10^{-5}$ m s$^{-1/2}$. In Panel (a), a thick gray horizontal line is the average of the daily analyzed altitudes (25397.25 mm) estimated by the static PPP applying the IGF. The two black horizontal lines above and below the thick gray horizontal line indicate the altitude of the average ± 2.32 mm SD.
Fig. A1. Estimated GNSS-derived PWV along the trajectories of (a) Ryofu Maru (JGQH) and (b) Keifu Maru (JPBN). Pairs of red crosses and red circles are the start and endpoints of MADOCA acquisition failure.

Fig. A2. Histogram of the number of MADOCA acquisition failures for the bins of time of day.
Fig. A3 PWV sequence at Keifu Maru (JPBN) from July 5 to 12, 2021 (red line: GNSS; green circles: GCOM-W1; black open triangles: RAOB).
Fig. A4. The 20 h time sequences of (a) PWV, (b) temperature, water vapor mixing ratio, 1 h precipitation, and (c) wind observed on Keifu Maru from 11:00 July 9 to 07:00 July 10, 2021.
Fig. A5. Distribution of (a) radar/rain gauge analyzed precipitation (color shade), 7.3 μm band TBB by GMS HIMAWARI8 (gray shade), and surface wind (red vector), and (b) PWV analyzed from ground-based GNSS stations (larger dots on land), from GCOM-W1 (smaller dots over the ocean) and Keifu Maru (triangle) at 17:00UTC on July 9, 2021.
### Table 1. Main specifications of the GNSS analyses.

<table>
<thead>
<tr>
<th>Classification</th>
<th>Specification</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software</td>
<td>RNX2RTKP (RTKLIB ver. 2.4.3, b33)</td>
<td></td>
</tr>
<tr>
<td>Analysis procedure</td>
<td>Kinematic Precise Point Positioning</td>
<td></td>
</tr>
<tr>
<td>Integer ambiguity</td>
<td>Continuously estimated</td>
<td></td>
</tr>
<tr>
<td>Ephemeris</td>
<td>MADOCA real-time product</td>
<td></td>
</tr>
<tr>
<td>Mapping function</td>
<td>GMF</td>
<td>Boehm et al. 2006</td>
</tr>
<tr>
<td>Elevation cut-off angle</td>
<td>3°</td>
<td></td>
</tr>
<tr>
<td>Antenna phase center</td>
<td>igs14.atx</td>
<td><a href="https://files.igs.org/pub/station/general/igs14.atx">https://files.igs.org/pub/station/general/igs14.atx</a></td>
</tr>
<tr>
<td>variation</td>
<td></td>
<td>Shoji et al. 2017: igs08.atx</td>
</tr>
<tr>
<td>Ionosphere correction</td>
<td>Ionosphere-free linear combination</td>
<td></td>
</tr>
<tr>
<td>Time-dependent parameters</td>
<td>• Antenna coordinate • Receiver clock • Zenith Total Delay • Tropospheric gradient</td>
<td></td>
</tr>
<tr>
<td>Random-walk process</td>
<td>The following values were used for evaluation:</td>
<td>Default: $1 \times 10^{-4}$ m/s$^2$(1/2)</td>
</tr>
<tr>
<td>noise sigma of ZTD</td>
<td>$1 \times 10^{-4}$, $5 \times 10^{-5}$, $3 \times 10^{-5}$, $1 \times 10^{-5}$ m/s$^2$(1/2)</td>
<td>Shoji et al. 2017: $1 \times 10^{-4}$ m/s$^2$(1/2)</td>
</tr>
<tr>
<td>Width of the sliding-</td>
<td>The following time lengths were used for evaluation:</td>
<td>Shoji et al. 2017: 27 h (see Fig. 1(c) for detail)</td>
</tr>
<tr>
<td>window or batch-analysis</td>
<td>0.5, 1.5, 2.5, 3.5, 4.5, 5.5, 6.5, 7.5, and 8.5 h</td>
<td></td>
</tr>
<tr>
<td>Update interval of the</td>
<td>The following intervals were used for evaluation:</td>
<td>Shoji et al. 2017: 1 s</td>
</tr>
<tr>
<td>time-dependent parameters</td>
<td>0.1, 0.2, 0.3, 0.4, 0.5, 1, 2, 3, 4, 5, 6, 10, 15, 20, and 30 s</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2. RWPN used in previous studies.

<table>
<thead>
<tr>
<th>Article</th>
<th>Original Text</th>
<th>In the same unit of $m/\sqrt{s}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bar-Sever et al. 1998</td>
<td>$10.2 \ mm/\sqrt{h}$</td>
<td>$17.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>Kouba and Heroux 2001</td>
<td>$5 \ mm/\sqrt{h}$</td>
<td>$8.3 \times 10^{-5}$</td>
</tr>
<tr>
<td>Pacione et al. 2009</td>
<td>$20 \ mm/\sqrt{h}$</td>
<td>$33.3 \times 10^{-5}$</td>
</tr>
<tr>
<td>Yuan et al. 2014</td>
<td>$3E^{-6} \ m/\sqrt{s}$</td>
<td>$0.3 \times 10^{-5}$</td>
</tr>
<tr>
<td>Lu et al. 2015</td>
<td>$5\sim10 \ mm/\sqrt{h}$</td>
<td>$8.3\sim16.7 \times 10^{-5}$</td>
</tr>
<tr>
<td>Sun et al. 2021</td>
<td>$0.02 \ mm/\sqrt{s}$</td>
<td>$2.0 \times 10^{-5}$</td>
</tr>
<tr>
<td>RTKLIB default</td>
<td>$1E^{-4} \ m/\sqrt{s}$</td>
<td>$10.0 \times 10^{-5}$</td>
</tr>
</tbody>
</table>
Table 3. Vessels, GNSS antenna, and receiver used for the analysis optimization experiment and observation period.

<table>
<thead>
<tr>
<th>SHIP</th>
<th>Ryofu Maru</th>
<th>Wakanatsu</th>
<th>Ryuunan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affiliation</td>
<td>Japan Meteorological Agency</td>
<td>RYUKYU KAIUN KAISHA</td>
<td>MKKLINE CO., LTD</td>
</tr>
<tr>
<td>Type</td>
<td>Research vessel</td>
<td>Cargo ship (roll-on/roll-off)</td>
<td>Cargo ship</td>
</tr>
<tr>
<td>Gross Tonnage (t)</td>
<td>1,380</td>
<td>10,185</td>
<td>749</td>
</tr>
<tr>
<td>Length (m)</td>
<td>82.0</td>
<td>168.71</td>
<td>98.4</td>
</tr>
<tr>
<td>GNSS Antenna</td>
<td>Trimble Zephyr III</td>
<td>Trimble Alloy</td>
<td></td>
</tr>
<tr>
<td>GNSS Receiver</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sampling Interval of GNSS Observation</td>
<td>1 Hz</td>
<td>10 Hz</td>
<td></td>
</tr>
</tbody>
</table>
Table 4. BIAS, RMS, and standard deviation (SD) of ship-based GNSS derived PWV against those by MA. The (a) 1.5 h and (b) 8.0 h time width. The values are plotted with different color depending on RWPN sigma as $1 \times 10^{-4}$ (black), $5 \times 10^{-5}$ (blue), $3 \times 10^{-5}$ (red), and $1 \times 10^{-5}$ (green) m s$^{-1/2}$.

(a) 1.5 h time width

<table>
<thead>
<tr>
<th>PWV MA</th>
<th>RWPN m/s$^{(1/2)}$</th>
<th>BIAS mm</th>
<th>RMS mm</th>
<th>SD mm</th>
<th>num</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>$1 \times 10^{-4}$</td>
<td>-0.32</td>
<td>2.78</td>
<td>2.77</td>
<td>1321</td>
</tr>
<tr>
<td></td>
<td>$5 \times 10^{-5}$</td>
<td>-0.24</td>
<td>2.67</td>
<td>2.66</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$3 \times 10^{-5}$</td>
<td>-0.21</td>
<td>2.66</td>
<td>2.65</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$1 \times 10^{-5}$</td>
<td>-0.19</td>
<td>2.69</td>
<td>2.69</td>
<td></td>
</tr>
</tbody>
</table>

(b) 8.0 h time width

<table>
<thead>
<tr>
<th>PWV MA</th>
<th>RWPN m/s$^{(1/2)}$</th>
<th>BIAS mm</th>
<th>RMS mm</th>
<th>SD mm</th>
<th>num</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td>$1 \times 10^{-4}$</td>
<td>-0.38</td>
<td>2.78</td>
<td>2.76</td>
<td>1321</td>
</tr>
<tr>
<td></td>
<td>$5 \times 10^{-5}$</td>
<td>-0.23</td>
<td>2.68</td>
<td>2.67</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$3 \times 10^{-5}$</td>
<td>-0.19</td>
<td>2.69</td>
<td>2.68</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$1 \times 10^{-5}$</td>
<td>-0.15</td>
<td>3.33</td>
<td>3.32</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Differences in mean PWV calculated by applying the mean altitude differences to the regression equations in Fig. 10.

<table>
<thead>
<tr>
<th>Ship</th>
<th>Averaged PWV range (mm)</th>
<th>a</th>
<th>b</th>
<th>Mean dALT (mm)</th>
<th>dPWV (a*dALT+b) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>JPBN</td>
<td>00-40</td>
<td>-0.01168</td>
<td>0.08867</td>
<td>7.32</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>40-60</td>
<td></td>
<td></td>
<td>27.74</td>
<td>-0.235</td>
</tr>
<tr>
<td>JGQH</td>
<td>00-40</td>
<td>-0.01178</td>
<td>0.15360</td>
<td>-1.18</td>
<td>-0.140</td>
</tr>
<tr>
<td></td>
<td>40-60</td>
<td></td>
<td></td>
<td>12.01</td>
<td>-0.295</td>
</tr>
</tbody>
</table>
Table A1. Vessels, GNSS antenna and receiver, and laptop PC, used for the real-time operation.

<table>
<thead>
<tr>
<th>SHIP</th>
<th>RYOFU MARU</th>
<th>KEIFU MARU</th>
</tr>
</thead>
<tbody>
<tr>
<td>CALL SIGN</td>
<td>JGQH</td>
<td>JPBN</td>
</tr>
<tr>
<td>Affiliation</td>
<td>Japan Meteorological Agency</td>
<td></td>
</tr>
<tr>
<td>Type</td>
<td>Research vessel</td>
<td></td>
</tr>
<tr>
<td>Gross Tonnage (t)</td>
<td>1,380</td>
<td>1,483</td>
</tr>
<tr>
<td>Length (m)</td>
<td>82.0</td>
<td>82.0</td>
</tr>
<tr>
<td>GNSS Antenna</td>
<td>Trimble Zephyr III</td>
<td>Septentrio PolaNT-x MF</td>
</tr>
<tr>
<td>GNSS Receiver</td>
<td>CORE Chronosphere-L6</td>
<td></td>
</tr>
<tr>
<td>Laptop PC</td>
<td>Panasonic Let’s note (CPU: Intel Core i5-1135G7, Memory 16GB)</td>
<td></td>
</tr>
<tr>
<td>Observation Period</td>
<td>26 Mar. 2021 –</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>STATE</th>
<th>JGQH</th>
<th>JPBN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analyzed</td>
<td>PWV calculated</td>
<td>16001 (98.34 %)</td>
<td>15824 (97.25 %)</td>
</tr>
<tr>
<td>Missed</td>
<td>Unexpected outage of MADOCA real-time analysis</td>
<td>17 (0.10 %)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Acquisition failure of L6E (MADOCA)</td>
<td>76 (0.47 %)</td>
<td>402 (2.47 %)</td>
</tr>
<tr>
<td></td>
<td>Unexpected PC sleep</td>
<td>119 (0.73 %)</td>
<td>0 (0.00 %)</td>
</tr>
<tr>
<td></td>
<td>System maintenance</td>
<td>59 (0.36 %)</td>
<td>29 (0.18 %)</td>
</tr>
</tbody>
</table>