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Abstract

While the terrain-following (sigma) system of representing topography in atmospheric models has been dominant for about the last 60 years, already half a century ago problems using the system were reported in areas of steep topography. A number of schemes had been proposed to address these problems. However, when topography steepness exceeds a given limit all these schemes except the vertical interpolation of the pressure gradient begin to use model information that for physical reasons they should not use.

A radical departure from the system was that of the step-topography eta; but its attractiveness was reduced by the discovery of the corner separation problem. The shaved-cell scheme, nowadays referred to as cut-cell, was free of that problem, and was tested subsequently in idealized as well as real case experiments with encouraging results. The eta discretization has lately been refined to make it also a cut-cell scheme. Another method referred to usually as Immersed Boundary Method enabling treatment of terrain as complex as urban landscape came from computational fluid dynamics. It was made available coupled to the atmospheric Weather Research and Forecasting model.

Results of recent experiments of the cut-cell Eta driven by European Centre for Medium-Range Weather Forecasts (ECMWF) ensemble members are analyzed. In these experiments, all cut-cell Eta members achieved better verification scores with respect to 250 hPa wind speed than their ECMWF driver members. This occurred when an upper tropospheric trough was crossing the Rocky Mountains barrier. These results are considerably less favorable for the Eta when switched to use sigma, i.e., Eta/sigma, pointing to the benefits of using topography intersecting as opposed to terrain-following systems. But even so the Eta/sigma shows an advantage over its driver members, suggesting that its other features deserve attention.
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1. Introduction

Quite a few years back, the first author recalls Eugenia Kalnay (personal communication) referring to the representation of topography as “the perennial vertical coordinate problem.” In spite of a flurry of new methods during the last decade or two, that assessment seems to be more true now than ever. The terrain-following system of Phillips (1957), or as modified to use elevation by Gal-Chen and Somerville (1975), in one of its hybrid flavors, dominates in spite of being introduced more than half a century ago, and with widespread awareness of its limits as the steepness of topography is increasing with increasing horizontal resolution (e.g., Allen 2007, among others). But promising new methods clearly deserve attention. One of them, the “immersed boundary method,” because of its ability to treat vertical terrain boundaries, unacceptable for terrain-following systems. This obviously is very useful for many applications (e.g., Smolarkiewicz et al. 2007). Also the terrain-intersecting cut-cell method, introduced by Adcroft et al. (1997), has perhaps convincingly demonstrated its advantage over the terrain-following approach.

We shall limit ourselves to the representation of topography as it is generally considered a subject of the dynamical cores of atmospheric and ocean models. We will not cover the impacts of the properties of the subgrid scale topography on the surface layer, form drag, and gravity wave drag parameterizations as they tend to be referred to as model “physics” (e.g., Teixeira 2014, among others).

We shall first, in Section 2, summarize the history of the terrain-following method, focusing on ideas that had an impact and/or are used in present day models. In Section 3 we shall summarize the main points of the immersed boundary method (IBM) that accepts the terrain boundary as given to the model, and handles the problem by developing boundary condition schemes to deal with it. Next, we shall review the shaved
cell, nowadays referred to as the cut-cell method, along with various tests and results obtained. In Section 4 we shall expand on results achieved by driving the cut-cell Eta model by ECMWF ensemble members, reported earlier in Mesinger and Veljovic (2017). Section 5 will contain our summarizing discussion and comments.

2. Terrain-following systems

While the results of the first successful integration of the atmospheric dynamical equations were published in 1950, followed by the first operational implementation in 1954, it still took some time for the skill of these integrations to become competitive and then superior to that of classical synoptic methods. This occurred perhaps only in the late sixties, along with the development of first general circulation models, GCMs. By that time the suggestion of Phillips (1957) for using a terrain-following (“sigma”) system for the representation of topography had become generally accepted. Rudimentary early efforts in using alternative systems such as pressure or height (e.g., Phillips 1957) received no attention for quite some time. However the first comprehensive GCM effort led to the realization that the sigma system is also not problem free because it involves difficulties with calculation of the pressure-gradient force (PGF) in places of steep terrain (Kurihara 1968, crediting a suggestion by Smagorinsky et al. 1967). Kurihara’s method of vertical interpolation of the geopotential was later rediscovered by Mahrer (1984). A number of other methods have been proposed as well (summarized, e.g., in Mesinger and Janjić 1985; see also Mesinger et al. 2012). A comprehensive and very recent review section of Chow et al. (2019) should be noted here as well.

One might also mention the existence of two versions of terrain-following systems: Phillips’ pressure-based version, now in the era of mostly nonhydrostatic models formulated using “hydrostatically-based pressure,” or “mass-based pressure”; and Gal-
Chen and Somerville’s (1975) height-based version. They are largely equivalent, with
the former going from zero at pressure \( p = 0 \) to 1 at the surface, and the latter going from
0 at the model’s topographic height, to elevation \( H \) at the model top. Yet there can be
advantages in the height-based choice, one being that the location of velocity grid points
does not change with time, a feature that with some model designs results in increased
computational efficiency. Still other advantages may present themselves as the
horizontal resolution and accordingly the steepness of model topography are increased;
note the issues discussed by Husain et al. (2019), documenting improved ability to accept
steep model topography resulting from a reformulation of the dynamical core of the
Global Environmental Multiscale (GEM) model to use a height-based as opposed to a
pressure-based terrain-following coordinate. In addition, it is generally understood that
height based models enable simpler nonhydrostatic formulations than pressure based
models.

With some vertical discretizations, such as that of the mid-sixties and later UCLA
GCM, the original Phillips’ sigma coordinate definition

\[
\sigma = \frac{P}{P_S} \tag{1}
\]

with \( P \) denoting pressure, and subscript \( S \) standing for surface values, was not usable
because the discretization required definitions of layer interfaces as opposed to levels.
Therefore, for the UCLA GCM the definition (1) was modified to

\[
\sigma = \frac{P - P_T}{P_S - P_T} \tag{2}
\]

with \( P_T \) being pressure at the model top. Later, it was changed to a form in which \( P_T \) in
(2) was replaced by an interface pressure, \( P_I \), with the pressure coordinate used above
(Arakawa and Lamb 1977). Using a sigma-like coordinate up to a chosen pressure level and continuing with pressure above that was in fact suggested earlier by Sangster (1960) aiming to facilitate the traditional use of synoptic pressure charts. More recently Simmons and Burridge (1981) introduced a flexible scheme for a smooth transition to pressure, naming it a hybrid coordinate. Note a summary of its features in Thuburn (2011). The hybrid coordinate is now in widespread use in one or another of its variants, aiming to minimize the unnecessary imprint of small-scale topography features as one moves to the higher troposphere and above.

Kurihara (1968) had already noted that the vertical interpolation did not fully eliminate discretization errors above steep topography, and numerous efforts at finding an improved or better remedy ensued. Corby et al. (1972) designed a pressure gradient force scheme which will have no errors when temperature is changing linearly with \( \ln p \).

Following in the footsteps of Smagorinsky et al. (1967) and Kurihara (1968), Tomine and Abe (1982) suggested a higher order interpolation scheme and reported on considerable reduction of errors in idealized examples compared to several other methods they refer to. Many more schemes were proposed in these early times and were tested on idealized temperature profiles, e.g., see summaries in Mesinger and Janjić (1985), among others. For still more in also addressing and in fact emphasizing oceanic modeling, see Shchepetkin and McWilliams (2003).

A few words might be appropriate as to what is meant by steep topography. At resolutions of the sixties by today’s standards topography would not have been steep at any place. With no special schemes used addressing the problems arising from the steepness of topography, Vionnet et al. (2015) found it necessary to filter their already filtered topography so as to remove slopes higher than 45° to prevent instabilities. Still steeper topographies were demonstrated acceptable by Smolarkiewicz et al. (2007), and
Zängl (2012), using approaches and/or techniques specifically addressing the issue. We shall summarize or touch upon those later.

The change from pressure to \( \sigma \) coordinates results in the following expression for the pressure gradient force

\[
-\nabla_p \phi = -\nabla_\sigma \phi - RT \nabla \ln p_S \tag{3}
\]

with \( \phi \) being geopotential, \( R \) the gas constant, and \( T \) temperature. The fact that components of the two terms on the right side above, in the direction of steep topography, compared to the left side can have very large magnitudes but opposite signs, led numerous authors (e.g., Kasahara 1977; Chow et al. 2019, among many others) to allege an insufficient accuracy of the discretization of these two terms, almost universally loosely stated as the “truncation error,” as the cause of the problems.

The idea of a small residual resulting from subtraction of two large terms can be addressed by rewriting the right side of (3) to use deviations from a chosen reference atmosphere, making the two terms significantly smaller, as suggested by Phillips (1974). This appears to be advised by Gary (1973) as well by his suggestion “of a scheme which removes the hydrostatic pressure from each of the two terms.”

A downside of most of these early error calculations is that they are worked out in terms of grid point values sampled as point values of idealized smooth functions, while in perhaps a majority of present day NWP models grid point values are considered values representative of air (or water) mass contained in the grid cell. Note that this is universally done in “physics” packages used, and also in most vertical discretizations.

Consistent with this view, understanding the pressure gradient force errors was advanced by Janjić (1977), who pointed out that the second term of the right side of (3)
has the role of performing a vertical extrapolation and/or interpolation of geopotential
from the velocity point’s constant sigma surface of layer, upward and downward to its
constant pressure surface. The sigma surface, or layer interface, geopotentials of the first
term are normally, or to a very large extent, obtained by a discrete vertical integration of
the model’s hydrostatic equation; and if the extrapolation or interpolation implied by the
scheme of the second term emulates the calculation of geopotentials that was used to
arrive at the first term, the scheme will be “hydrostatically consistent.” In that case there
is no reason for large errors because of the existence of the two terms. But if the slope of
the sigma surface increases beyond a given limit, requiring extrapolation and
interpolation along a distance greater than the thickness of the sigma layer, hydrostatic
consistency will be lost, and large errors are possible (Janjić 1977, Mesinger and Janjić
1985). What happens is that the sigma system scheme for the second term is not using
some of the temperature values which should be used to perform the extrapolation to
lower pressure needed, and is not using some needed for interpolation to higher pressure
because they were used by the first term. Then, in principle, the error can be arbitrarily
large.

The situation was illustrated by a schematic in Mesinger (2004a), reproduced here
with minor changes as Fig. 1. With sigma layers sloping as depicted, the “second term”
will be unaware of the turquoise colored temperature value, $T_{j-1/2,k-1}$, needed to arrive at
the geopotential of the velocity point’s constant pressure surface. On the right side, the
purple colored temperature value, $T_{j+1/2,k+1}$, would have been used by the “first term” to
arrive at the slope of the sigma layer, even though this is a value not needed to calculate
the slope of the constant pressure surface. It would not be used by a sigma system
scheme of the “second term” to account for this.
The problem is clearly not one of the truncation error in the vertical, as it is formally defined, since it would be reduced by increased vertical resolution, while the problem just described would only get worse. In that sense an instructive example was presented in Mesinger (1982), reproduced with a correction in Mesinger and Janjić (1985), of errors for two temperature profiles and two schemes as the vertical resolution was increasing. A hydrostatically consistent scheme of the two, that of Burridge and Haseler (1977),

Fig. 1. Schematic illustrating the problem of the calculation of the pressure gradient force using terrain-following systems. With the situation as depicted, pressure gradient force for the velocity $v_{j,k}$ will be discretized without taking account of the turquoise colored temperature value, and without using the purple colored temperature value to extrapolate geopotential back from constant sigma to the constant pressure surface in the second term of the right side of (3).
fortuitously had zero error for poor vertical resolution to start with, but had an increasing error as the vertical resolution improved. If, on the other hand, both horizontal and vertical resolution were to be increased by the same amount, e.g., doubled, the problem would remain the same.

Hybrid terrain-following vertical coordinates now used in most “production models” (term introduced by Cullen 2007) tend to be of a kind that reduces the imprint of topography with height faster than the original “basic” terrain-following coordinate (BTF, e.g., Klemp 2011). Schär et al. (2002) proposed a scheme which prescribes small-scale topography features to decay with height faster than the larger-scale ones, naming it SLEVE (Smooth Level Vertical) coordinate. This prescription was further refined by Klemp’s (2011) smoothed terrain-following (STF) coordinate, allowing for additional smoothing with height while avoiding reduction of the vertical grid spacing below a given minimum. Illustrations of the impact of three of these varieties of terrain-following coordinates, elevation-defined BTF, Simmons and Burridge’s (1981) hybrid (HTF) coordinate, and SLEVE, for a chosen real topography are shown in Schär et al. (2002). Illustration of the impact of the three of them and the STF, for an idealized topography, are shown in Klemp (2011). Both Schär et al. (2002) and Klemp (2011) tests confirm advantages of the smoothed coordinates, with the latter in addition suggesting a simplified version of the vertical interpolation method, achieving additional benefits with little computational overhead.

One among “essential or at least highly desirable” properties that Staniforth and Thuburn (2012) suggested dynamical cores should have was that “The geopotential gradient and pressure gradient should produce no unphysical source of vorticity.” Weller and Shahrokhi (2014) independently noted that existing models “do not have curl-free discretizations of the gradient operator, which is likely to lead to problems over steep
orography.” Benefiting from the property of covariant velocity components when used on nonorthogonal grids, as customarily done, to enable curl-free calculation of pressure gradients, they performed tests over idealized orography confirming the advantages of the curl-free formulation.

Performance of the curl-free formulation of the pressure gradient was tested by Ujiie and Hotta (2019) aimed to remove the problem of “spectral blocking,” accumulation of power near the truncation limit they had. In grid point models of course Arakawa-type horizontal advection schemes are well known to control the spurious cascade of energy toward smaller scales within the basic two-dimensional nondivergent flow, but as pointed out by Ujiie and Hotta models also contain other nonlinear terms.

3. Non-conforming grid systems: Immersed boundary, and cut-cells

While the terrain-following coordinates are defined so as to have their lowest surface follow topography, there are two other topography treatments that do not conform the grid but instead adjust the discretization schemes to accept the topography. One of them keeps the curvilinear two-dimensional shape of the topography as prescribed, and is referred to usually as the immersed boundary method, IBM. The other defines the shape of grid cells to approximate the topography, as felt suitable for the discretization chosen. This would be the step-topography method defining grid cells simply as either land or air, or a cut-cell scheme in which grid cells are cut at angles as defined by the scheme used.

The immersed boundary method, IBM, came into atmospheric applications from engineering, originally addressing a topic as remote from atmosphere as flow around heart valves (Peskin 1972). In Peskin’s original design the boundary was represented by point sources distributed so as to constrain the fluid to its irregular domain. Allen and
Zerroukat (2019) summarize some features of this design. With it, all the grid points were inside the fluid. A variant of the method dominant today was introduced later by Tseng and Ferziger (2003), with an irregular boundary of “terrain” inside a regular grid consisting of cells. Its essential numerical component consists of marking grid points of cells that include the boundary but are under the terrain, naming them “ghost” points, and reflecting them in the direction normal to the boundary and into the fluid, referring to reflection points as “image” points (Lundquist et al. 2010, and references therein). Values at image points are subsequently obtained by appropriate interpolations using fluid values at surrounding computation points. As different numbers of actual fluid values might be available depending on the specific geometry in place, a variety of interpolation options need to be provided for. Ghost point values can then be related to the obtained image point values to satisfy either a Dirichlet or Neumann boundary condition, as appropriate, thus enabling integration to proceed. An additional feature of the method is that a body force term needs to be added to the momentum equation so that the velocity normal to the boundary decreases to zero when approaching the boundary (Lundquist et al. 2010, 2012; Allen and Zerroukat 2019). See Mittal and Iaccarino (2005) for further references.

Lundquist et al. (2010) following idealized tests of IBM implemented in a nested fashion as IBM-WRF, pointed out WRF’s ability to provide synoptic-scale forcing for IBM handling of complex urban terrain. They developed modifications of the WRF physics parameterizations to account for the effects of the immersed terrain. This included implementation of a no-slip boundary condition common in CFD simulations of complex topography such as urban landscape. In Lundquist et al. (2012) they reported on a three-dimensional extension of the method, with the inner WRF nest being an Oklahoma City terrain with numerous explicitly resolved urban buildings. Bao et al.
(2018) further extended this, now referred to as WRF-IBM system, to accommodate the
use of several neutral stability options of the Monin-Obukhov theory, and taking into
account the difference between the vertical gradient standard in atmospheric surface layer
parameterizations and the surface-normal gradient appropriate for IBM. Numerous other
WRF-IBM boundary physics refinements are summarized and/or cited in Bao et al.
(2018), and validations for field campaigns over a moderately sloped Askervein Hill and
a steeply sloped Bolund Hill are presented.

In addition to physics modifications, issues that also need attention of course arise
related to the numerical framework of the parent atmospheric model (e.g., Allen and
Zerroukat 2018, 2019, among others). Here we refer to “parent” model as one in which
IBM numerics was implemented, along with physics refinements, as opposed to the usage
of the term in limited area NWP and regional climate studies, where the term refers to the
model generating lateral boundary conditions. Numerous atmospheric IBM tests, on the
other hand, address specific much smaller scale application purposes.

The performance of WRF-IBM in these various tests offers convincing evidence that
a powerful tool has been generated for complex terrain applications and studies, such as
urban dispersion, wind energy, impact of possible development projects, aimed, e.g., to
movement in the direction of “green cities,” and the like. Scales addressed are those of
large-eddy simulations or something similar, with horizontal grid distances of 5 m and
less. While atmospheric prediction models aim for increasingly higher resolutions, the
highest resolutions attained at the time of this writing are far coarser, at most a kilometer
or somewhat less. Perhaps typical of the highest resolutions explored might be Vionnet
et al. (2015), including tests at 0.25 km resolution. In addition to filtering two grid
increment orography features at all their resolutions, at 0.25 km Vionnet et al. (2015)
needed a local filter to remove slopes higher than 45°. While IBM methods at these
resolutions could in principle handle topography as is, Arthur et al. (2018) point out that “accuracy of the IBM appears to degrade with coarser grid resolution.” Thus there is as tends to be referred to a “gray zone” of tens to hundreds of meters, where the performance of IBM requires attention. Improving the performance of WRF-IBM at these resolutions, not yet studied extensively, is explored by Arthur et al. (2018) and more recently Arthur et al. (2020).

Another way of addressing the errors of terrain-following systems as the steepness of topography is increased is of course to move away from the terrain-following systems. Motivated by the success of very simple wall-mountains of Egger (1972) this has been done by Mesinger (1984) and implemented at U.S. NWS as a “step-mountain” model, later referred to as the Eta model (Mesinger et al. 1988; Mesinger 2004b). The model used a modification of the sigma coordinate

\[ \eta = \frac{p - p_T}{p_S - p_T} \eta_s, \]  

(4)

with

\[ \eta_s = \frac{p_{\eta}(z_S) - p_T}{p_{\eta}(0) - p_T}, \eta_s = \frac{p_{\eta}(z_S) - p_T}{p_{\eta}(0) - p_T}, \]  

(5)

\( z \) being the geometric height, and \( p_{\eta}(z) \) being a suitably defined reference pressure as a function of \( z \). Furthermore, the Eta being a layer model, the ground surface heights \( z_S \) are prescribed rounded off to a chosen discrete set of values defining the vertical resolution of the model.

Very quickly upon becoming officially an operational NWS model the Eta achieved precipitation skill scores visibly better than those of two sigma system NWS operational models. Thus, in 1998, the Eta 24 h precipitation scores verifying at 48 h lead time were better than those of the NGM/RAFS system verifying at 24 h lead time (Mesinger
Both models were run at a resolution of 80 km, very coarse by today’s standards, and not one at which problems of terrain-following coordinates are generally expected to be serious. Various tests however strongly indicated that the use of coordinate surfaces intersecting topography was a major reason for this Eta advantage in skill. Placement of centers of major lows was another verification method in which the Eta showed advantage over its NCEP driver global model (e.g., Mesinger and Veljovic 2017, hereafter MV2017).

In spite of these results, discovery of the flow separation problem by Gallus and Klemp (2000), caused by the step corners of the step-topography eta, led numerous authors to believe that the eta coordinate system is "ill suited for high resolution prediction models." Mesinger (2004b) lists five citations with this or similar statements, and subsequently there have been more (e.g., Thuburn 2011, among others). Weaknesses of the step-topography eta in two real data studies have been pointed out in a subsequent study by Gallus (2000), recalling also a failure of an experimental 10-km Eta to simulate a case of a Wasatch downslope windstorm, while a sigma system MM5 performed well (Staudenmaier and Mittelstadt 1998). Accordingly, when developing an 8-km NMM (Nonhydrostatic Mesoscale Model), based on the Eta, NCEP in 2002 decided to use a terrain-following coordinate, with an announcement that “This choice [of the vertical coordinate] will avoid the problems . . . with strong downslope winds and will improve placement of precipitation in mountainous terrain“ (Geoff DiMego, personal communication, 19 July 2002).

Nevertheless, when eventually a five+ month parallel test was run comparing the performance of the Eta vs. NMM the placement of precipitation by the Eta was clearly better (MV2017, Fig. 4). Both models were coupled to their own data assimilation systems where the NMM used the GSI which was more advanced than the EDAS used by
the Eta. It is noteworthy that the advantage of the Eta was increasing with increasing lead times, as the models moved away from their different data assimilation systems, becoming particularly prominent at 72 and at 84 h verification times; and also for more intense precipitation thresholds, of 0.5 inch / 24 h (i.e., 12 mm / 24 h) and higher. One should also note that the Eta advantage came predominantly from the mountainous western United States, where the choice of the terrain-following vs. terrain intersecting coordinate system of the two models would be expected to have the most impact (DiMego 2006).

The Gallus and Klemp (2000) flow separation problem of the step-topography Eta was addressed by refining the eta discretization so as to define piecewise linear sloping bottoms of velocity cells. This was done by checking values of topography boxes centered at corners of the velocity cell, and prescribing the bottom elevation to linearly decrease one layer thickness from either the highest or the two neighboring highest values in the directions of the remaining two or three cell corners. Thereby step corners responsible for the Gallus-Klemp flow separation problem are eliminated. Indeed, once a code problem was noticed and addressed, simulation of the Witch of Agnesi test gave a comparable and perhaps slightly more accurate result than that of Gallus and Klemp (2000) following artificial modification of their step-topography code to address the problem (MV2017).

With the bottom slopes of this Eta cut-cell scheme extending only one step in the horizontal and one layer thickness in the vertical there are no small cell problems. Generalization of the scheme to admit slopes across two steps, and within depths of two layers, is straightforward and planned as a future task.

The more common height coordinate version of cut-cell schemes introduced by Adcroft et al. (1997) for an ocean model, then referred to as “shaved cells,” also has
height of the model terrain prescribed at corners of the cell; but the topography surfaces
of cells are prescribed to take terrain values at all four vertices of the cell column. Thus,
various cell volumes can be created, and rules must be prescribed to restrict cell volumes
from being too small. A somewhat simplified version of the scheme was implemented in
a C-grid atmospheric model by Steppeler et al. (2002), demonstrating a successful
simulation of flow over the Witch of Agnesi topography. Subsequently, Steppeler et al.
(2006) evaluated 24-h forecast skill of 39 real-data cases over European domains using
resolutions of 7 and 14 km, and reported on a “rather systematic improvement of
precipitation forecasts” compared to the terrain-following version of the model. In
Steppeler et al. (2013) a set of six five-day forecasts was analyzed choosing a model area
centered southeast of the Himalayas, finding that the cut-cell model improved the
precipitation forecasts compared to a control model “everywhere by a large margin.”
Finally, in Steppeler et al. (2019) results of six 10-day forecasts of the positions of
Atlantic lows in the lee of the high orography of Greenland were studied using a terrain-
following and a cut-cell model versions. The position errors using the cut-cells were
found to be smaller or equal to those using the terrain-following version.

These real data tests have been complemented by a number of idealized studies.
Yamazaki and Satomura (2008, 2010) reported on successful results over a wide range of
slopes and studied cell-combining approaches vertically or horizontally aimed at
eliminating small cells. Lock et al. (2012) studying idealized cases report on “smooth
results near the lower boundary, even for a relatively coarse vertical resolution.” They do
however point out the complexity of the method as used, admitting 79 possible
orientations of the cut-cells. Good et al. (2013) performed tests of the cut-cell method in
three idealized cases, and comparing results with those of terrain-following models find
the errors associated with terrain-following coordinates reduced or even greatly reduced
by the cut-cell approach. Shaw and Weller (2016), on the other hand, report on results contradicting those, as well as the earlier tests of Schär et al. (2002), and Klemp (2011). They ran several standard tests and also three newly designed ones, and pointing out their having used a single model, find no significant advantage of cut cells or smoothed coordinates over a traditional terrain-following system.

Many authors suggest that non-conforming grid systems, those not terrain-following, have parameterization challenges because of their coarse resolutions above high topography (e.g., Chow et al. 2019, among others). As a remedy, Yamazaki and Satomura (2012), and Yamazaki et al. (2016), propose and test use of locally refined grids, common in engineering applications, in atmospheric tests referred to earlier as block-structured mesh by Jablonowski et al. (2006, 2009). We are however not aware of any tests of the seriousness of errors addressed, those errors depending of course on how refined the model boundary layer and turbulence schemes are.

Regarding this issue, it seems worth pointing out that in the five+ month “parallel” test, comparing the NCEP Eta system against the NMM/GSI, with very similar boundary layer and turbulence closure schemes of the two but very different vertical resolutions in the boundary layer, a result was obtained just the opposite of the referred to expectations. The two models had 60 vertical layers each, but NMM used the sigma system from the ground up to 420 hPa, with the lowest layer about 40 m at sea level deep and thickness in pressure decreasing upwards; while the Eta starting at about 20 m at sea level in the lower troposphere had layer thicknesses in pressure increasing with height (DiMego 2006, slides 10 and 11). With these setups, in the Continental US (ConUS) West area (ibid, slide 51), including most of the US Great Plains, at elevations of about a mile layer thicknesses of the NMM reduce to less than 35 m, while those of the Eta increase to more than 150 m. Yet, as shown in Fig. 2, where NAM stands for the operational Eta/EDAS,
Fig. 2. Wind speed at 10 m over the about western (left) and eastern (right) half of the Continental United States (ConUS), of the “parallel” test of the then NCEP operational system, NAM (Eta with its 3DVar data assimilation), and NAMX (NMM with its GSI data assimilation), January to May 2006, compared to NCEP Forecast Verification System (OBS). (From DiMego 2006, slide 65).

NAMX for NMM/GSI, and OBS for observations, over the ConUS West 10-m winds of the Eta were clearly more accurate than those of the NMM (from DiMego 2006, slide 65). In the plots of the figure, twice daily forecasts January-May 2006, at 12-km resolution, are verified by NCEP “Forecast Verification System.” See DiMego (2006) for additional details, and Mesinger et al. (2012) along with Mesinger (2010) for the summary of the Eta boundary layer and turbulence schemes in place.

We see no obvious explanation for the Eta 10-m skill with its thicker layers over the U.S. West being better than that of the NMM. Of the NMM boundary layer code changes listed in DiMego (2006) one that perhaps stands out is the replacement of the wind direction dependent form drag scheme of the Eta of Mesinger et al. (1996) by a more conventional prescription of roughness length, $z_0$, depending on subgrid terrain variability and vegetation type. But with more than 300 forecasts verified in Fig. 2, and
the NMM system having been planned as a replacement of the Eta for several years prior
to the results of Fig. 2, receiving during that time all possible development efforts
compared to the Eta being mostly “frozen”, we see the left hand plot of Fig. 2 deserving
attention. We find it reasonable that large horizontal gradients of volumes of NMM cells
across high topography of the Rockies vs. not much cell volume change with the terrain-
intersecting coordinates of the Eta should favor Eta in view of the conservation properties
of the Arakawa horizontal advection schemes (Janjić 1984) in place in the two models.
Note that these conservations are accomplished via exchanges between pairs of cells
neighboring each other along the surfaces of constant sigma and/or eta.

Attention to errors of terrain-following coordinates by various authors was on the
other hand motivated primarily by errors of horizontal discretization resulting from
increased slopes of coordinate surfaces as model resolutions are increased. These can be
addressed by vertical interpolation, following Kurihara (1968), Mahrer (1984), Klemp
(2011), Zängl (2012), and others, but there is little evidence if that achieves
improvements comparable to those reported by Steppeler et al. (2006, 2013), by Section 2
of MV2017, and those of the left hand plot of the present Fig. 2. Some of the
improvements are accomplished at resolutions at which steepness of model topography
could not have been all that high. Note considerable benefits reported by Russell (2007)
from a terrain-intersecting as opposed to a terrain-following choice at climate sensitivity
resolutions, implemented later in experiments aimed at projections of changes resulting
from successive doublings of CO$_2$ (Hansen et al. 2013). If the steepness of model
orography were the basic driver of advantages of terrain-intersecting over the terrain-
following systems, then those advantages should be very small when addressing large
scales and not using particularly high resolutions.

With these points in mind, we feel it should be useful to recall and expand on the
results of the MV2017 ensemble experiment in which the limited area, cut-cell Eta
model, driven by ECMWF (hereafter EC) 32-day ensemble members, achieved improved
accuracy of large scales for an extended period compared to that of its driver members.
This is the subject of our next section.

4. Cut-cell Eta large scale skill vs. ECMWF

While here we are focused on representation of topography, behavior of codes for
phenomena for which resolution should not be a problem deserves interest beyond just
topography. This is because when significant differences in code performance are
identified in spite of resolution not being an issue, it makes sense to try to understand
why. With this in mind we have in MV2017 addressed verification of large scales known
of dominant interest for weather, the tropospheric jet stream.

Driving a limited area model (LAM) by LBCs from a global model, can one improve
on the largest scales? MV2017 point out four requirements that need to be fulfilled by a
LAM, be it in Regional Climate Modeling (RCM) or NWP environment, to improve on
large scales inside its domain, as follows.

First, an RCM/NWP model obviously needs to be run on a relatively large domain.
Note that the domain size, in terms of computational cost, is relatively inexpensive
compared to resolution. Namely, doubling the domain size, in each direction, vs.
doubling the resolution, increases computational cost by a factor of 4, vs. the increase by
the factor of 8, respectively.

Second, the RCM/NWP model should not use more forcing at its lateral boundaries
than required by the basic mathematics of the problem. That means prescribing lateral
boundary conditions only at its outside boundary, with one less prognostic variable
prescribed at the outflow than at the inflow parts of the boundary.

Next, nudging towards the large scales of the driver model must not be used, as it
would obviously be nudging in the wrong direction if the nested model can improve on
large scales inside its domain.

Finally, the RCM/NWP model must have features that enable development of large
scales that are improved compared to those of the driver model. When such
improvement is seen it would typically be expected to come from higher resolution, but
obviously does not have to.

The first convincing demonstration of an improvement in large scales by an RCM
compared to those of its driver global model may have been that of Fennessy and
Altshuler, presented in 2002 at an AGU meeting, and reported quite a few years later in
Veljovic et al. (2010). Here we summarize and extend the results of MV2017 who
demonstrated in an ensemble experiment, driving cut cell Eta by EC 32-day ensemble
members, an advantage of the Eta for a period of a week or so in the accuracy of large
scales, as represented by 250 hPa winds. We shall illustrate these improvements in a
number of ways, aiming to enlighten as best we can how this presumably generally
unexpected result could have taken place.

Needless to say, in the MV2017 Eta ensemble the first three requirements above have
been fulfilled, as not doing so regarding any one of them would have meant working
against the objective of improving on large scales. As to the fourth one, the driven LAM
required to have features enabling improved accuracy of large scales, one should note
that during the first 10 days of the experiment the resolutions of the two ensembles were
about the same. Still, it was precisely during that time that a convincing advantage of the
Eta was achieved. With the resolution thus being removed from possible reasons for the Eta advantage, determining other causes is obviously a matter of considerable interest.

Two verification scores were used in MV2017 to inspect the model skill in forecasting large scales: the ETS or Gilbert skill score corrected to unit bias, \( \text{ETS}_a \) (Mesinger 2008; Brill and Mesinger 2009) for wind speeds \( > 45 \text{ m s}^{-1} \), and the RMS difference, both at 250 hPa and compared to EC analyses. The purpose of the correction to unit bias of the ETS or Gilbert score is to have a verification of the position of the variable forecast. While the RMS difference measures the skill of forecast winds at all speeds, we see it as reasonable that the RMS difference will be dominated by differences at large scales.

Given that there is considerable evidence of the benefit the Eta model derives from its use of the eta coordinate, and for a test of this benefit in a larger ensemble sample, MV2017 have rerun their 21 member Eta ensemble by having the Eta switched to use sigma, hereafter called Eta/sigma. The two scores of the driver EC ensemble, the Eta, and the Eta/sigma, are reproduced here in Fig. 3.

A conspicuous feature of the scores shown is the considerable advantage of the Eta (blue) over the EC (red) during about day 2-6 of the experiment. This happens to be the time when a major upper-tropospheric trough was crossing the Rockies (MV2017, Fig. 10), a situation in which various NWP results of the operational Eta showed advantage over sigma system models run at the time at NCEP (MV2017, Section 2).

We are somewhat puzzled however by the Eta/sigma (orange) having demonstrated a visible advantage over the EC during this time as well; and in addition an advantage comparable to that of the Eta later at day 7-10 time. Days 12-13 and 16-19 could be added to this list, although with some restraint given that at these times the skill of all
models is rather low. We show more results and comment on possible reasons behind this Eta and also Eta/sigma skill in the following subsections.

4.1 Illustration: 250 hPa wind speed plots

To complement the numerical information of Fig. 3 on scores achieved, in Fig. 4 we show 250 hPa wind speed averages for all 21 members, at day 4.5. See figure legend for the content of its panels.

While predicting the major pattern, EC members, bottom left, do not extend the $> 45 \text{ m s}^{-1}$ jet streak entering Alaska sufficiently southeastward, and have the streak across contiguous U.S. and off New England too far westward. These features are improved on Eta/sigma and Eta maps, top left and top right, respectively, in particular by the Eta in terms of covering a bit of eastern Labrador, and more of the ocean area off the U.S. New England states and towards the tip of Greenland.
Fig. 4. Ensemble average, 21 members, at 4.5 day time: EC verification analysis bottom right, EC driver members bottom left, Eta members top right, Eta/sigma members top left.

It is interesting to note that the advantage of the Eta over Eta/sigma as seen on these average maps seems to come just about entirely from the better placement of the streak of \( > 45 \text{ m s}^{-1} \) over contiguous U.S. and off to northwestern Atlantic, and not from the streak entering the model domain over northern Alaska. We suspect this could be because of the former feature having had to cross the major Rocky Mountains topographic barrier, as opposed to the latter having entered the North American continent at lower elevations northeast of the Rockies.

4.2 Verification via the number of “wins,” according to ETSa, RMS, and SEDS scores

The advantage of the Eta over the EC is demonstrated perhaps to even a greater
degree by the number of “wins” of one model vs. another. Thus, in Fig. 5, left panel, the number of wins of the Eta 250 hPa winds $> 45$ m s$^{-1}$ and its EC driver members vs. each other are shown as a function of time, according to our score that verifies the accuracy of the placement of the variable verified using the Equitable Threat (or Gilbert) Score adjusted to unit bias (ETSa). Same, but according to the RMS difference of the forecast and analyzed winds, and for all winds at 250 hPa, is shown in the right panel.

Initially the EC members are seen to have an advantage, presumably due to errors the Eta members absorb as a result of initializations off their EC driver members. The advantage of the Eta later on is particularly striking in the ETSa scores of days 2 to 6, with 4 verifications in which all 21 Eta members have better scores of the placement of strongest winds than their EC driver members. But according to both scores the Eta members are more accurate during most of the first 20 days or so.

Given that we wish to emphasize placement accuracy of strongest winds and that the score we chose to that end, ETSa, is not widely used, we use here yet another measure to

Fig. 5. Number of “wins” of one model vs. another: Eta (blue), their EC driver members (red). Left panel, based on ETSa scores, right panel, based on the RMS difference. Verification scores were available only to four significant digits, and on rare occasions when these were identical the score of the two models was declared to be the same (green).
compare the skill in that sense, “symmetric extreme dependency score” (SEDS), proposed by Hogan et al. (2009; see also Wilks 2011). As pointed out by Hogan and Mason (2012) SEDS is asymptotically equitable (Gandin and Murphy 1992; Wilks 2011), asymptotically referring to the limit as sample size is increasing; and not trivial to hedge. Removal of the impact of hedging via bias different from one was precisely the objective of adjusting the ETS to unit bias by the assumption introduced in Mesinger (2008). Note that just as with the ETSa, a higher value of SEDS is better, and the perfect value is one. “Wins” of the two models, Eta and the EC, vs. each other, according to the SEDS values as a function of time, are shown in Fig. 6. Very similar to plots of Fig. 5, dominance of the Eta is seen during days 2-6, with all 21 Eta members at day 4.5 having better scores than their EC driver members. Note that at this time the ETSa scores, Fig. 5 left panel, also show all 21 Eta members having higher scores than their EC driver members. At later times, just as in the two plots of Fig. 5, the Eta members display better SEDS scores most of the time until around day 20 of the experiment.

Fig. 6. Same as Fig. 5, except for number of “wins” according to the SEDS scores.

4.3 Skill of the Eta/sigma vs. the EC according to the number of wins

Recalling the results of the Eta/sigma of Fig. 3, an obvious question is if the
Eta/sigma achieves similar advantage over the EC if scores are compared according to the number of wins. The number of wins of the two models, Eta/sigma vs. the EC, using the three scores of the preceding subsection, are shown in Fig. 7.

The advantage of the Eta/sigma over the EC during the first 10 days, when the resolution of the two was about the same, is confirmed by the scores of the top left plot of Fig. 7. As in Fig. 3, this advantage is reduced compared to that of the Eta, with at most 19 Eta/sigma members showing better scores than the EC, never all 21, and never 20. One can however notice that the advantage of the Eta/sigma during days 2-6, the time of the upper tropospheric trough crossing the Rockies, does not stand out as it did for the Eta. It is in fact rather comparable with that of the latest part of the first 10 days, days
7-10. The advantage of the Eta/sigma the next about 10 days, when the resolution of the
EC was reduced and that of the Eta/sigma just as that of the Eta was not, suggests that the
reduced resolution of the EC did not have much impact on scores we are inspecting.

The next two plots of Fig. 7 even to a stronger degree confirm the disappearance of
the extraordinary dominance of the Eta over the EC seen in Fig. 3 and in the left hand
plot of Fig. 5, during days 2-6 of the experiment. All together, the three plots of Fig. 7
we see as offering convincing support for the synoptic situation of days 2-6, specifically
that of the upper tropospheric trough crossing a major topographic barrier, as being the
main cause of the Eta large scale skill advantage over the EC during that time. Note that
this only adds additional evidence to results of experiments and comparisons to other
sigma system NCEP operational models summarized in Section 2 of MV2017.

4.4 Eta vs. Eta/sigma in terms of number of wins

With the results we have at hand we can compare in terms of the number of wins the
remaining pair of models, Eta and the Eta/sigma. The number of wins of these two
models according to the same three skill measures as used for the preceding figure is
shown in Fig. 8.

The three plots of Fig. 8 strongly confirm the dominance of the Eta over the
Eta/sigma during the referred to time of the upper tropospheric trough crossing the
Rockies, days 2-6. Using the three skill measures, ETSa, RMS, and SEDS all 21 Eta
members in that time achieve better scores than their corresponding Eta/sigma members
7, 3, and once more 7 times, respectively. Following that period and approaching day 10
the Eta/sigma shows an advantage during a short period of about a day or two. This
signal, although not as very strong, is seen also in the two plots of Fig. 3. We have at
present no candidate reason for this advantage of the Eta/sigma, but hope to return to this
4.5 Verifications using contour plots

Focusing here mostly on the placement of areas of the strongest winds representing speeds > 45 m s⁻¹, we wish next to inspect how the models have placed these areas compared to verification. Thus in the upper panel of Fig. 9 in yellow-brown we show contours of the 250 hPa wind speeds of 45 m s⁻¹ of the 21 EC driver members at 4.5 day lead time along with verification in red. We chose the 4.5 day lead time because it is the
Fig. 9. Contours of the areas of 250 hPa wind speeds of 45 m s\(^{-1}\) of 21 members of the EC driver ensemble, upper panel, the Eta ensemble, middle panel, and the Eta/sigma ensemble, lower panel, all yellow-brown, and of the EC verification analysis, red; at 4.5 day lead time.
longest of the 4 verification times with all 21 Eta members winning the ETSa scores against their EC drivers. In the middle panel we show the same, but for the 21 Eta members; and in the lower panel the same, but for the Eta/sigma members.

While the contours of various jet streaks generated by the EC members, upper panel, are generally in the right places, tendencies to include some areas which did not verify are present as well. In particular, numerous contours erroneously extend across the central and southern United States all the way into the eastern Pacific. Another feature that did not verify is the coverage by many if not all EC contours over a considerable part of the Labrador peninsula, bulging to the northwest into it as opposed to just the opposite of the analysis contour. An area of excessive coverage is perhaps also present over southeastern Greenland and to the east, once again over a region mostly in the lee of high topography.

The first two of these weaknesses are almost completely absent in the Eta ensemble contours, middle panel. This in particular refers to the lack of contours extending from the central United States into the high elevation area of the Rockies, and to no contours bulging into the Labrador peninsula—all of them instead reproducing the concave shape of the analysis contour. As to the area further to the east, the lack of extensive coverage seen east of Greenland might be due to the absence of stochastic physics in the Eta but used by the EC now for a long time (Buizza et al. 1999, Palmer et al. 2009, among others).

Contours of the Eta/sigma ensemble, bottom panel, regarding the first feature above are also improved compared to the EC contours, but do contain many members extending across the central United States—a few of them all the way to the eastern Pacific. Thus, some of this EC error is reintroduced. In the area of southern Labrador and further to the northeast the Eta/sigma contours, somewhat similar to those of the Eta, cover much less
unverified area than those of the EC, but fail to maintain the concave shape of the Eta contours across southern Labrador. Instead, the northeastern part of the jet streak contours east of Labrador, is shifted southward by the Eta/sigma in disagreement with the analysis. But overall, compared to the EC contour map, the contour positions of the Eta/sigma are certainly still an improvement. Determining the features of the Eta that should be credited for this improvement, just as that shown in the plots of scores of days 2 to 10, and in the top left map of Fig. 4, is difficult. We shall return to this issue in our concluding section.

5. Discussion and comments

While in numerous reports on advances in global NWP and climate models stability problems are encountered as the model resolution increases and model topographies become steeper, nevertheless terrain-following systems of various hybrid flavors dominate. Vertical interpolation of the pressure gradient force is one remedy in use. Thus, of seven models covered in a recent review of global cloud-resolving models (Satoh et al. 2019), only one is not using a terrain-following system, but a “box-fill method” instead, presumably a step-topography scheme. Among other major systems GEM from Environment and Climate Change Canada, is changing from pressure based to a height based system, motivated by efficiency including that due to the pressure gradient when using unchanging stencil (Husain et al. 2019).

Of alternative systems, most current efforts are apparently devoted to the immersed boundary method. Impressive results have been reported, as cited and many more, addressing topographies including sections of metropolitan cities with building sides that cannot be handled using terrain-following systems. The method has been implemented within the WRF model, with adjustments to its boundary layer parameterization schemes,
for use in various studies. Applications such as in air quality, heating, city and transport
development, etc., are obviously numerous and of the highest economic and health
values.

While use of the IBM in atmospheric NWP models is an option that has been
investigated with domains not permitting resolutions as fine as that needed for LES
scales, e.g., Arthur et al. (2018), to our knowledge it has not been successful so far. Step-
topography and cut-cell methods on the other hand as summarized have been
demonstrated performing better than the terrain-following schemes in a number of NWP
types of tests.

Several “gray zone” resolution idealized tests have suggested the cut-cell to be
advantageous when comparing cut-cell vs. terrain-following options with grid increment
distances greater than those of LES up to some hundreds of meters. An exception are
tests of Shaw and Weller (2016) who find “no significant advantages of cut cells or
smoothed coordinates” when using a single model. Clearly, additional studies are
desirable.

Another obvious option is the use of the IBM scheme in a limited domain, in
combination with another more standard topography scheme in a larger “driver model”
domain (e.g., Lundquist et al. 2010, Allen and Zerroukat 2019). An issue deserving
attention though is that IBM schemes as summarized use interpolation procedures to
impose boundary conditions at the terrain surface, which is not compatible with finite-
volume methods. This would be a limitation in view of a number of properties perhaps
generally considered that dynamical cores of NWP and climate models should have (e.g.,
Staniforth and Thuburn 2012; but note also Peixoto 2016).

Results we present and discuss in Section 4 addressing our earlier experiment,
reported in MV2017, with the cut-cell Eta and also Eta/sigma driven by EC ensemble
members, suggest two key points we feel deserve attention beyond our focus on representation of topography.

First, our experiment demonstrates that running a limited area model such as an RCM, driven by a global model, improvement of large scales of the driver model is possible. While, as stated by Davies (2017) “In NWP, it is widely recognized that LAM skill is greater when domain size is increased,” very few efforts have generally been made in various RCM and LAM studies in that direction.

Acceptance of the possibility of improving on large scales inside the LAM domain contradicts two widespread paradigms of RCM modeling: use of the Davies’ relaxation LBC scheme along with a buffer zone around the RCM boundary (Davies 1976), and of performing large-scale or spectral nudging inside the RCM domain. The former of these, relaxation, seems to be used with hardly any exceptions (e.g., Giorgi 2019; Table 1 in Tapiador et al. 2020), even though it is in conflict with the fundamental mathematical nature of the equations we are solving. The latter, large scale or spectral nudging, while used often, “opinion” on its “usefulness . . . has varied” (Giorgi 2019). With some groups however, the belief in spectral nudging appears to be very firm, even though it suffers from the same conflict as the relaxation. Note the title of Omrani et al. (2012), and the topic addressed by Schaaf et al. (2017).

The improved skill shown in running the limited area Eta model without using resolution higher than the driver EC model the first 10 days raises our second key point that the Eta model dynamical core presumably must contain features responsible for the improvements achieved. It seems to us far from likely that the Eta physics is critically impacting 250 hPa winds in the lee of topography. In addition, we are not dealing with improvements compared to a sub-standard model. Note the words of the recent review of numerical methods by Côté et al. (2015), “Although spectral transform methods are being
predicted to be phased out, the current spectral model at the European Centre for Medium-Range Weather Forecasts … is the benchmark to beat, and it is not clear that any of the new developments are ready to replace it.”

We feel we have provided convincing evidence that the cut-cell Eta, with about the same resolution as the EC, achieves higher accuracy in forecasting the position of the strongest 250 hPa winds when an upper tropospheric trough crosses the Rocky Mountains topographic barrier. Using each of three verification scores, verifications were obtained with all 21 Eta members having better scores than their EC driver members. Plots of average winds of the two ensembles and of the areas of speeds greater than 45 m s\(^{-1}\) at 4.5 day lead time of our experiment confirm this advantage.

Having available the same ensemble except for the Eta switched to use sigma, i.e., Eta/sigma, we have in addition done all of these tests for two additional pairs of ensembles, Eta/sigma vs. EC, and Eta vs. Eta/sigma. In all of these tests Eta/sigma also shows an advantage over the EC but to a smaller extent. Still, we find the advantage of the Eta/sigma over the EC to be convincing as well particularly in the placement of speeds greater than 45 m s\(^{-1}\) shown in Fig. 4, in the ETSa scores of Fig. 7, and in the contour plots of Fig. 9. In our two remaining scores, RMS and SEDS, an advantage before day 5 is not seen, but a general advantage is strongly indicated later on for a while.

Recall Shaw and Weller (2016) emphasizing their tests of the vertical coordinate in idealized experiments being single model tests. Comparison of the Eta vs. Eta/sigma in our single model test suggests a very decisive impact of the choice of the representation of topography during the time of the upper tropospheric trough crossing the Rockies. Between the lead time of day 2.00 until and including that of day 5.50, all 21 of the Eta members repeatedly achieve ETSa, RMS, and SEDS scores better than their Eta/sigma counterparts, 7, 3, and once again 7 times, respectively. If we were to include
verifications of 20 members in those counts, these numbers would increase to about 10
for each score.

One should note that the central subject of the preceding section, namely the impact
of the representation of topography on the accuracy of the simulation of the position of
upper tropospheric jet stream winds, addresses an accuracy which seems not measurable
by any single verification parameter developed so far. Had such a parameter been
available we could have used it to define a null distribution, necessary to arrive at a
statistical significance of the conclusions made. We hope that the collection of
diagnostics presented instead represents an adequate substitute.

On another point, while the results of the tests of the former pair of ensembles,
Eta/sigma compared to the EC, is not the main objective of the present paper, the
advantage of the Eta/sigma clearly deserves attention. This is seen in our Fig. 3 and was
discussed at some length in our MV2017 reference. Briefly, we feel among the leading
candidates responsible for this advantage are our Arakawa horizontal advection scheme
(Janjić 1984), finite-volume van Leer type vertical advection of all variables (Mesinger
and Jovic 2002), and perhaps also very careful construction of model topography
(MY2017), with grid cell values selected between their mean and silhouette values,
depending on surrounding values, and no smoothing. Exact conservation of energy in
space differencing in transformation between the kinetic and potential energy following
Simmons and Burridge (1981) is yet another candidate, given that it is not followed in the
EC model, and to our knowledge, not in other production NWP models.

Perhaps an appropriate concluding message of the results presented in our Section 4
might be that the relatively simple scheme of the cut-cell Eta apparently offers prospects
of achieving a significant advantage over the almost universally used terrain-following
systems of various flavors in present NWP and climate models.
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